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INTRODUCTION: Democracy, at its best, rests
upon the free and equal exchange of views
among people with diverse perspectives. Col-
lective deliberation can be effectively supported
by structured events, such as citizens’ assemblies,
but such events are expensive, are difficult to
scale, and can result in voices being heard un-
equally. This study investigates the potential
of artificial intelligence (AI) to overcome these
limitations, using AI mediation to help people
find common ground on complex social and
political issues.

RATIONALE: We asked whether an AI system
based on large language models (LLMs) could
successfully capture the underlying shared per-
spectives of a group of human discussants by
writing a “group statement” that the discus-
sants would collectively endorse. Inspired by
Jürgen Habermas’s theory of communicative
action, we designed the “Habermas Machine”
to iteratively generate group statements that
were based on the personal opinions and crit-
iques from individual users, with the goal of
maximizing group approval ratings. Through
successive rounds of human data collection, we
used supervised fine-tuning and rewardmodel-
ing to progressively enhance the Habermas
Machine’s ability to capture shared perspec-

tives. To evaluate the efficacy of AI-mediated
deliberation, we conducted a series of experi-
ments with over 5000 participants from the
United Kingdom. These experiments investi-
gated the impact of AI mediation on finding
common ground, how the views of discussants
changed across the process, the balance between
minority and majority perspectives in group
statements, and potential biases present in
those statements. Lastly, we used the Habermas
Machine for a virtual citizens’ assembly, as-
sessing its ability to support deliberation on
controversial issues within a demographically
representative sample of UK residents.

RESULTS: Group opinion statements generated
by the Habermas Machine were consistently
preferred by group members over those writ-
ten by human mediators and received higher
ratings from external judges for quality, cla-
rity, informativeness, and perceived fairness.
AI-mediated deliberation also reduced divi-
sionwithin groups, with participants’ reported
stances converging toward a common position
on the issue after deliberation; this result did
not occur when discussants directly exchanged
views, unmediated. Although support for the
majority position increased after deliberation,
the Habermas Machine demonstrably incorpo-

ratedminority critiques into revised statements.
We replicated these results in a virtual citizens’
assembly, additionally finding that during AI-
mediated deliberation, the views of groups of
discussants tended to move in a similar di-
rection on controversial issues. These shifts were
not attributable to biases in the AI, suggesting
that the deliberation process genuinely aided
the emergence of shared perspectives on po-
tentially polarizing social and political issues.

CONCLUSION: This research demonstrates the
potential of AI to enhance collective delibera-
tion by finding common ground among dis-
cussants with diverse views. The AI-mediated
approach is time-efficient, fair, scalable, and out-
performs humanmediators on key dimensions.
Rather than simply appealing to the majority,
the Habermas Machine prominently incorpo-
rateddissenting voices into the group statements.
AI-assisted deliberation is not without its risks,
however; to ensure fair and inclusive debate,
steps must be taken to ensure users are rep-
resentative of the target population and are
prepared to contribute in good faith. Under
such conditions, AImay be leveraged to improve
collective decision-making across various do-
mains, from contract negotiations and conflict
resolution to political discussions and citizens’
assemblies. The Habermas Machine offers a
promising tool for finding agreement and
promoting collective action in an increasingly
divided world.▪
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AI helps people find common ground in collective deliberation. (Left) The AI mediator uses participants’ opinions to generate group statements and iteratively
refines those statements through participants’ critiques. (Middle) Statements from the AI mediator (purple) garner stronger endorsement than those written by a
human mediator (orange). (Right) AI mediation leaves groups less divided after deliberation, whereas simply sharing opinions with others does not.
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Finding agreement through a free exchange of views is often difficult. Collective deliberation can be slow,
difficult to scale, and unequally attentive to different voices. In this study, we trained an artificial
intelligence (AI) to mediate human deliberation. Using participants' personal opinions and critiques,
the AI mediator iteratively generates and refines statements that express common ground among the
group on social or political issues. Participants (N = 5734) preferred AI-generated statements to
those written by human mediators, rating them as more informative, clear, and unbiased. Discussants
often updated their views after the deliberation, converging on a shared perspective. Text embeddings
revealed that successful group statements incorporated dissenting voices while respecting the
majority position. These findings were replicated in a virtual citizens’ assembly involving a
demographically representative sample of the UK population.

H
uman society is enriched by a plurality of
legitimate viewpoints, but agreement is
a prerequisite for people to act collec-
tively (1). To find agreement, people typ-
ically gather in person (or online) for an

unstructured or semistructured deliberation
characterized by free exchange of opinions.
Egalitarian and open-minded deliberation
is a cornerstone of liberal democracy, often
formally realized through citizens’ assemblies,
in which small but representative groups of
unelected citizens are randomly selected to
discuss controversial issues (2, 3). To date,
several nation-states, including France, Canada,
and Iceland, have used large-scale citizens’
assemblies to make key national policy deci-
sions (4).
However, as a method for finding agree-

ment, the free exchange of opinions has well-
known limitations. Citizens’ assemblies can be
costly and time-consuming for organizers and
participants alike, and deliberation is only
possible among groups of limited size (5).More-
over, voices may be heard unequally during
the debate, some discussants may strategically
adopt extreme views to maximize their sway,
and social desirability or group affiliation ef-
fects may lead beliefs to become entrenched
(6, 7). Correspondingly, research into the ef-
ficacy of citizens’ assemblies has yieldedmixed

results, suggesting that they can produce either
homogenizing or polarizing effects on opinions,
either better or worse decisions, or either in-
creases or decreases in future political partic-
ipation (8).
Here, we asked whether newly available tools

from artificial intelligence (AI) could be used
to support collective deliberation (9). Our
work is inspired by demonstrations showing
that recent generations of large languagemod-
els (LLMs) can effectively summarize perspec-
tives on a public deliberation platform (10),
generate statements that showcase the full
range of a group’s political views (11), temper
partisan discussion by suggesting equanimous
rewrites (12), and mitigate gender imbalance
in debate participation by positively contribut-
ing to discussions about sensitive issues (13).
Technologists and human-computer inter-
action researchers have prototyped various
systems for assisting deliberation (14–16) but
have not systematically evaluated their effec-
tiveness, measured their impact on human
beliefs, or studied the semantic or doxastic
properties of the resulting deliberation. Nor
do we know whether AI-based systems can
help people find agreement in a virtual
citizens’ assembly.
We developed an approach to collective de-

liberation in which an AI system is trained
to be a “caucus mediator.” A caucus mediator
meets privately with each discussant before
making a proposal designed to be collectively
acceptable (17). In our study, participants sub-
mitted their personal opinions on social and
political issues to an LLM that had been trained
to generate a “group statement” designed to
maximize endorsement and thus to help them
find common ground (18, 19). We call this AI

system the “Habermas Machine” (HM), after
the theorist Jürgen Habermas, who proposed
that when rational people deliberate under
idealized conditions, agreement will emerge
in the public sphere (20).
We focused on four research questions (RQs):
RQ1: Does AI-mediated deliberation help

people find common ground?
RQ2: Does AI-mediated deliberation leave

groups less divided?
RQ3: Does the AI mediator represent all

viewpoints equally?
RQ4: Can AI mediation support delibera-

tion in a citizens’ assembly?
To answer these questions, we evaluated the

impact of the HM on the deliberation process
through a set of structured experiments involv-
ing human participants (total N = 5734). Our
main hypothesis was that the HM would help
people find “common ground” (RQ1). When a
group finds commonground, they agree upon a
pool of shared information that can be used to
inform later proposals or outcomes (19).We also
studied the extent to which the deliberative
process using the HM reduced division within
groups (RQ2), whether the HM was prone to
suppress minority voices (RQ3), and how it
could be used in practice (RQ4).

Method
Large language model assistant:
The Habermas Machine

The HM is a system of LLMs with the task of
finding common ground among a group of
people discussing a social or political issue. It
has two components, both of which were fine-
tuned versions of a pretrained LLM [Chinchilla
(21)]. A generative model that has undergone
supervised fine-tuning proposes high-quality
candidates for the “group statement,” and a
personalized reward model (PRM) scores the
candidates according to the predicted prefer-
ences of each individual group member (22–24)
(Fig. 1B). The HM decides which candidate to
return by aggregating the PRM rankings using
a social choice function with the “independence
of clones” property, ensuring that very similar
candidate statements do not split the vote (25).
The HM also has the capacity to iteratively
revise a group statement by incorporating writ-
ten critiques from the individual group mem-
bers through the same generation and selection
process. It is thus designed to arbirate among
the various views by private interaction with each
discussant, a process known as “caucus media-
tion” (17). Supplementary materials (SM) 3 pro-
vides further details on the HM.

Samples and participants

Participants were adult UK residents. Most
participants were recruited by convenience
sampling through an online crowdsourcing
research platform. However, we also recruited
a demographically representative sample of
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the UK population to participate in a virtual
citizens’ assembly, using a randomized, strati-
fied sampling procedure (implemented by the
Sortition Foundation). Deliberation questions
covered potentially divisive issues in UK public
policy (such as “should we lower the voting age
to 16?” or “should the National Health Service
be privatised?”). Candidate questions were gen-
erated by prompting an LLM with a small
corpus of seed exemplars. After careful vetting
to ensure questions minimized the risk of pro-
voking offensive commentary, we arrived at a
dataset of approximately 5500 distinct ques-
tions (SM, materials and methods, and SM 1).

Group deliberation procedure

Our experiments used a mediated collective
deliberation procedure (Fig. 1A) in which
small groups of people (typically sized at five)
discussed three questions sequentially over
the course of approximately 1 hour. For each
question, participants were first given 5min to
write a short paragraph describing their per-
sonal opinion in private (10 to 200 words, aver-
age length 65 words). Participants typically
providedboth adescription of their position and
an accompanying justification. These opinions
were passed to the HM, which generated a set
of initial group statements. Participants then
rated how strongly they endorsed each initial
group statement and the quality of the argu-

ment (regardless of their opinion). They also
ranked each statement according to the ex-
tent they agreed with each. The winning ini-
tial group statement (selected through a ranked
choice election using the same social choice rule
used in theHM)was returned toparticipants for
them to critique in another short paragraph,
again in private. Critiques were then sent to the
HM,which generated a new set of revised group
opinion statements. Participants again rated and
ranked these statements. Participants were then
asked to indicate which of the winning (top-
ranked) initial and revised group opinion state-
ments they preferred (see Fig. 1C for an example
winning revised group statement). To conclude
the deliberation round, participants completed
a short survey, asking about whether and how
their viewsmight have been affected by the pro-
cess. Immediately before and after the full set of
deliberation rounds, participants completed a
survey in which they rated their positions on the
questions theydeliberatedover. Participantswere
made aware that the group statements were gen-
erated by an algorithm.

Results
RQ1: Does AI-mediated deliberation help people
find common ground?

To test whether AImediation helps people find
common ground and to benchmark against
human mediation, we recruited 75 six-person

testing groups, with one participant in each
group randomly assigned the role of “medi-
ator” (n = 439 participants). Mediators were
trained to write effective group statements
and were incentivized by the promise of a
generous financial bonus for each statement
they wrote that was most preferred by the
group (see SM 9.1.2 and 9.1.3 for full instruc-
tions and SM 7.2 for a broader discussion of
mediator training). In each round of deliber-
ation, participants saw one statement from
the HM and one from the human mediator.
(There was no critique phase with the human
mediator.) The HM’s statements were pre-
ferred by the participants 56% of the time ver-
sus 44% for the human mediators’ statements
[logistic mixed-effects model predicted proba-
bility P̂ = 0.575 (0.535, 0.614), P < 0.001]. In ad-
dition, ordinal mixed-effects regression models
confirmed that the HM statements were rated
as higher quality and were endorsed more
strongly than those written by the humanme-
diators [bendorsement = 0.31, standard error (SE) =
0.07, odds ratio (OR) = 1.36, z score = 4.2, P <
0.001; bquality = 0.43, SE=0.08,OR= 1.54, z score=
5.6, P < 0.001; Fig. 2A and SM 4.1.3]. This result
demonstrates that the task the HM is performing
is nontrivial and indeed challenging for humans.
The HMmight have received higher levels of

endorsement because itwrote longer statements
than thehumanmediators [125.9words in length,

Fig. 1. Overview of methods. (A) Mediated deliberation procedure. 1. Participants,
organized into small groups, privately wrote an opinion statement in response
to a question. The Habermas Machine (HM) generated candidate initial group
statements from the group’s individual opinions. 2. Participants ranked these
initial statements. The top-ranked statement, on the basis of aggregated
rankings, was returned to the group. 3. Participants privately wrote critiques
of the initial winner. The HM generated revised group statements from the
group’s critiques (along with the initial opinions and initial group winner). 4.
Participants ranked these revised statements, and the winner was again selected

through aggregated rankings. 5. Participants made a final preference judgement
between the initial and revised winning statements. A deliberation round for a
single question lasted approximately 15 min. (B) The HM produces a group
statement through a simulated election. 1. A generative model samples many
candidate group statements. 2. A personalized reward model produces predicted
rankings for each person in the group. 3. The top-ranked statement, on the
basis of aggregated rankings, is returned. (C) Example top-ranked revised group
opinion statement, from the virtual citizens’ assembly (see SM 6 for full example,
including the opinions and critiques).
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95% confidence interval (CI) (121.4, 130.1), com-
paredwith 105 (100.2, 108.5)words] (26), although
we refined our methods for encouraging longer
human-mediated statements over several pilot
tests and conducted additional tests to verify
compliance (SM 4.3.2). Participants’ statement
rankings as well as their endorsement and
quality ratings were all impacted by length; the
endorsement ratings (“do you personally agree
with this statement?”), however, still showed
that theHM’s statementswere preferred to those
of the humans, controlling for length (SM 4.3.6).
In addition, a separate cohort of third-party
raters (n = 155) judged HM-generated group
statements to be clearer andmore informative
(b = 0.449, SE = 0.14, z score = 3.26, P = 0.001),
less illogical (b = −0.26, SE = 0.11, z score =
−2.28, P = 0.022), better at capturing the maj-
ority perspective (b = 0.225, SE = 0.11, z score =
2.08, P = 0.037), and less likely to represent
the individual opinion of the group statement
writer (b = −0.226, SE = 0.10, z score = 2.19, P =
0.028) than the human-written statements
(Fig. 2B). (No statistical differences were ob-
served between the HM- and human-generated
statements on whether they provided a fair
summaryof theopinions,whether they included
the minority view, or whether they were polar-
izing; full results provided in SM 4.3.7.) The HM
thus was able to generate statements that
garnered high levels of endorsements after
controlling for length and that were viewed as
higher quality by external judges on a number
of dimensions.

Next, we asked which features of the AI
model and deliberative process were impor-
tant for securing positive endorsement of the
group statements. We collected three addi-
tional cohorts of data (main task cohorts 1 to 3;
n = 1692 participants in 349 groups complet-
ing 1047 deliberation rounds) to perform abla-
tion analyses (to measure the importance of
the PRM and supervised fine tuning) and to
verify that our results generalized to new, out-
of-distribution discussion topics that had not
been included in the training data (SM 4.4).
These datasets also allowed us to measure
whether participants’ critiques and subsequent
revisions by the HM led participants to prefer
the revised statements over the initial state-
ments (final preference trial; Fig. 1A, step 5).
Across all three cohorts, we found a consistent
preference in the final preference trial for re-
vised group opinion statements over initial
statements [cohort 1: paired preference = 68%;
95%CI (66, 71),P<0.001; cohort 2: 64% (62, 66),
P < 0.001; cohort 3: 66% (64, 69), P < 0.001;
we found a significant preference controlling
for length; see SM 4.4.5 for details].
One risk in this evaluation is that revised

statements might be preferred simply because
they were encountered later and after a slight
additional investment of effort, driving an ef-
fort justification bias (27). To rule out this alter-
native explanation, we conducted a further
experiment with a new set of participants
(critique exclusion cohort 4; n = 245 partic-
ipants in 50 groups). These participants per-

formed a comparable experiment, except that,
after writing critiques, they rated and ranked
group statements that were generated either
by an HM that did not observe the critiques or
by one that did. Revised statements were once
again ranked more favorably by the groups, a
result that remained significant after control-
ling for statement length (Fig. 2C, b = 0.34;
SE = 0.12; z score = 2.8, P < 0.0039), indicating
that the mediated deliberation process was
helpful for finding common ground (see SM
4.5 for more details).

RQ2: Does AI-mediated deliberation leave
groups less divided?

Common ground is built by mutual accept-
ance of a common pool of information (19),
but perspective shifts may be a precursor to
finding consensus (20). We thus asked whether
interacting with the HM prompted participants’
reported stance on the issues to move in a
consistent direction. We calculated a metric
called “group agreement,” which indexed the
relative proportion of participants who agreed
or disagreed with the position statement (col-
lected before and after the full set of delibera-
tion rounds; SM, materials and methods). For
example, if 80% of participants “agree” and
20% “disagree” (to any extent) with the position
statement (e.g., “Taxes are too high”), then the
group agreement is the difference of these pro-
portions, or 60 percentage points (if a group is
perfectly split down the middle, its group agree-
ment is 0). We asked whether group agreement

Fig. 2. The Habermas Machine generates high-quality group opinion state-
ments that are preferred to human-written group statements, and critiquing
provides further improvements. (A) (Left) Proportion of rankings that prefer
the Habermas Machine (HM) statement over a human-written group statement.
(Right) Endorsement and quality ratings of the HM- and human-written group
statements in terms of relative frequencies of each Likert rating. (B) Third-party

ratings of nine dimensions of quality in terms of average Likert ratings. Points
indicate median ratings for a single statement, averaged over five (third-party)
raters. (C) (Left) Proportion of rankings that prefer a revised statement that incorporates
the critiques (purple) over an initial statement in which critiques were omitted (light
blue). (Right) Endorsement and quality ratings, from the postcritique phase for the
critique exclusion cohort. All error-bars denote bootstrapped 95% CIs.
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increased, decreased, or stayed the same from
before to after interaction with the HM.
In all three main task cohorts, group agree-

ment increased on average by about eight per-
centage points, indicating that participants
converged on a common position on the issue
within their group after AI-mediated delib-
eration [cohort 1: b = 0.086, SE = 0.019, t(286) =
4.5, P < 0.001; cohort 2: b = 0.093, SE = 0.015,
t(499) = 6.2, P < 0.001; cohort 3: b = 0.059, SE =
0.019, t(305) = 3.1, P = 0.0023] (Fig. 3A). The
number of groups that achieved unanimous
agreement (i.e., all members supported the
same side of the argument; group agreement =
100) increased from 22.8 to 38.6% in main task
cohort 1, with similar shifts in the other two
cohorts (Fig. 3B). We additionally found that
the more a participant endorsed the final
group statement, the more that participant’s
postdeliberation position ratings were influ-
enced by the predeliberation ratings of the
others in their group (interaction between
group statement endorsement and influence
of others’ initial position ratings; main task
cohort 1: b = 0.24, SE = 0.04, z score = 5.0, P <
0.001, other cohorts similar; main effect of
own predeliberation position rating also sig-
nificant; SM 4.4.7), suggesting that finding a
good statement of common ground is what
allowed people to shift their perspective. Con-
sistent with this effect, on the surveys taken
at the end of each deliberation round, partic-
ipants reported that their view had moved
“closer to the group opinion” on 30.1% of the
deliberation rounds (60.3% reported no change,
and 4.6% claimed it had moved in “some other
way”), and on 66.6% of rounds, they reported
that the best expression of their current pers-

pective was the “final group opinion” (versus
33.3% who reported it was their “own orig-
inal opinion”; full results provided in SM4.4.6).
In summary, although the HM was trained
only to produce group opinion statements that
maximized endorsement, the deliberation pro-
cess reduced group division at least partly
through convergent changes in participants’
perspectives.
HM group statements will include the per-

spectives of other participants, raising the pos-
sibility that the reduction in division results
from exposure to others’ opinions rather than
from successful mediation per se. To distin-
guish these possibilities, we recruited an addi-
tional cohort (opinion exposure cohort, n =
372 participants in 75 groups) who performed
a comparable experiment; but rather than
rating group statements for each issue, they
rated each other’s opinions. This provided a
baseline condition that involved collective
viewpoint exchange but no mediation. Here,
unlike for the main task cohorts, we found
that group agreement did not change during
the deliberation process [b = −0.005, SE = 0.01,
t(230) = −0.46, P = 0.64]. Moreover, across co-
horts, there was a significant interaction be-
tween group agreement change and exposure
type [individual opinions versus HM group
statements; b = −0.038, SE = 0.014, t(1491) =
−2.76, P = 0.0058], indicating that AI media-
tion was more successful at reducing disagree-
ments than was mere exposure to the views of
others (Fig. 3A). An exploratory analysis found
similar viewpoint convergence resulting from
the human mediator on rounds in which they
beat the HM (in the human mediator task),
suggesting that convergence may result from

the caucusmediation process per se rather than
from distinct properties of the AI mediator (SM
4.3 and Discussion).

RQ3: Does the Habermas Machine represent
all viewpoints equally?

An important issue for any mediator is how to
arbitrate between majority and minority views.
Roughly 77% of deliberation rounds (803/1047)
in our main task cohorts exhibited initial dis-
agreements (e.g., only three out of five group
members “agreed”with the position statement),
allowing us to independently quantify change
in support for the majority and minority po-
sitions. We found that support increased (from
pre- to postdeliberation) for majority posi-
tions on some issues and for minority positions
on others, implying that group statements did
not simply flatter the majority but also allowed
minority positions to flourish. The movement
in position, however, was not symmetric: The
size of the initial majority increased in 29 to
32% of rounds, whereas the minority increased
in 20 to 26% of rounds. Moreover, participants’
“majority-aligned” position ratings (position
ratings that were recoded in terms of endorse-
ment of the majority position; SM 4.1.2.1) in-
creased from pre- to postdeliberation (main
task cohort 1: b = 0.52, SE = 0.08, z score =
6.5, P < 0.001; other cohorts were similar). This
implies that viewpoints were more likely over-
all to shift toward a majority view, even while
minority voices continued to be heard. This
movement, which is distinct from viewpoint
convergence, is sometimes called “parallel be-
lief updating” (28).
Which properties of theHMallowed for both

minority and majority views to be expressed?

Fig. 3. AI-mediated deliberation leaves groups less divided. (A) Group
agreement on the position statements increased from pre- to postdeliberation when
interacting with the Habermas Machine (main task cohorts; blue to purple) but not
when participants viewed each other’s opinions unmediated (opinion exposure
cohort; red). The y axis shows percentage-point difference between those who
endorsed one versus the opposite position on an issue, as well as the canonical

instantiation of that disagreement in terms of the numbers of participants [e.g., three
versus two (3v2)]. Points represent individual groups discussing one question.
Lines are fitted linear regression lines with standard errors. (B) The proportion of groups
that achieved unanimous agreement increases from pre- to postdeliberation. In
both panels, data are shown only for question rounds that had all five groups’
members present pre- and postdeliberation. Error bars denote bootstrapped 95% CIs.
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Using a T5 sentence encoder (29) (a machine
learning tool for embedding text as a high-
dimensional vector), we can study the relative
weight that the HM gave to minority and ma-
jority opinions in the group statement. To do
this, we derived a “position component score”
by rotating the 768-dimensional embedding
vectors (for individual opinions and group
statements) onto the axis that connected the
“agree” and “disagree” stances for each ques-
tion (SM,materials andmethods). Reassuringly,
position component scores for participants’
individual opinions were strongly correlated
with corresponding predeliberation position
statement ratings [correlation coefficient (r) =
0.64, coefficient of determination (r2) = 0.41;
Fig. 4A], indicating that the approach is mean-
ingfully capturing information about the stance
expressed in a paragraph of text. In this em-
bedding dimension, the group statements
represented a compromise among the opinions
of the group, with 96% of scores for group
statements falling within the range spanned
by the corresponding individual opinions
(Fig. 4B).
Do the group statements fairly represent the

views of group members in the minority and
majority?Modeling the group statement scores
as convex combinations of majority and mi-
nority opinion scores within each group, we
found that the initial group statements weighed
minority opinions exactly in proportion to their
empirical frequency (average size of minority =
29%; empirical averageminority weight = 0.29).
The revised group statements, however, tended
to overweight the minority (empirical minor-
ity weight for revised statements b = 0.36, SE =
0.03, t = 2.64; Fig. 4C). This pattern suggests

that the HM’s initial statement appeals to
the majority, which prompts critiques from
the minority, resulting in revised statements
that align more closely with the minority.
However, rather than oscillating betweenma-
jority and minority views, the earlier results
(Fig. 2C) showing a preference for the re-
vised statements over the initial ones suggest
that the HM is finding meaningful common
ground.
Lastly, discussants might have gravitated

toward the majority view simply because they
were asked to judge several group statements
that supported that position. To test this, we
measured the relationship between partic-
ipants’ viewpoint change toward the majority
position (from pre- to postdeliberation position
ratings) and the fraction of group statements
whose position component scores fell on the
majority side of the median opinion (“major-
ity bias,” SM, materials and methods). We
found no relationship between fractional expo-
sure to majority views and subsequent change
in viewpoint toward the majority (b = 0.058,
SE = 0.07, z score = 0.9, P = 0.37; Fig. 4D).
This implies that any change toward the maj-
ority was due to the contents of the group state-
ment and not to mere exposure to that view.

RQ4: Can AI-mediation support deliberation
in a citizens’ assembly?

The experiments reported so far involved a
convenience sample ofUK residents. This raises
the question of whether AI-mediated deliber-
ation would also be effective in a real-world
sample that more closely reflects the diversity
in the UK population. To address this, we part-
nered with the Sortition Foundation, a non-

profit organization experienced in the running
of citizens’ assemblies, to recruit a sample of
200 participants who were representative of
the UK population across the demographic
dimensions of age, gender identity, ethnicity,
socioeconomic status, and geographic region
(demographic summaries for all cohorts can
be found in SM4.8). Participants took part in a
virtual citizens’ assembly that occurred over
three weekly 1-hour sessions in April and May
2023; the virtual citizens’ assembly primarily
mimicked the “deliberation phase” of a citi-
zens’ assembly, without the typical fact-finding
or expert testimony phases. During each as-
sembly, participants deliberated over ques-
tions in the same procedure as the main task
cohorts. In comparison to the cohorts with
crowd-sourced participants, we found that levels
of endorsement for the group opinions were
similarly high, and we found the same sig-
nificant increase in group agreement from
pre- to postdeliberation (Fig. 5, A and B, and
SM 4.7.2).
We designed the virtual citizens’ assembly

such that all groups deliberated over the same
nine questions (three per session), covering
the potentially divisive issues of immigration,
the retirement age, the prison population, Brexit,
climate change, universal childcare, the mini-
mum wage, national pride, and the value of
the internet (these were identified as topics
that participants rated as highly important in
the training set; SM 4.7.1). This design offers a
singular opportunity to examine whether AI-
mediated deliberation led to convergent shifts
in opinion across groups; i.e., whether, after
debating freely, participants would tend to ar-
rive at a common stance (asHabermas originally

Fig. 4. The Habermas Machine’s statements are fair compromises and
avoid the “tyranny of the majority.” (A) The position embeddings of
participants’ opinion text correlate strongly with participants’ predeliberation
position statement ratings, indicating that the dimension in text space relates to
participants’ positions on the issues. Each point represents an individual
participant’s position Likert rating and their opinion embedding in response to a
question. (B) Distributional shifts in the position embeddings suggest that as
the process proceeds from opinions (red) to initial group statements (blue) to
revised group statements (purple), the group statements increasingly represent

a compromise between opinions along the position axis. Distributions indicate
marginal kernel density estimates of opinion and group statement embeddings
along the position axis. (C) Initial group statements proportionately represent
minority opinions, and revised statements overweight them relative to the true
proportion of minority opinions (dotted line). Error bars indicate ± 1 SE for the
estimated regression coefficients. (D) There is no evidence for an association
between the tendency for the Habermas Machine to produce majority-leaning group
statements and groups moving in the direction of the majority. Individual points
represent a single group discussing a single question.
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proposed). In exploratory analyses, we found
some evidence for convergent shifts for five
of the nine questions (Fig. 5D). Specifically,
after deliberation, participants tended to shift
their ratings toward stronger agreement that
“we should be trying to reduce the number of
people in prison” [b = 0.58, SE = 0.13, t(883) =
4.1, P < 0.001], with the fraction of participants
rating on the “agree side” of the scale increas-
ing from 60 to 75%, and that “the UK should
change its asylum seeking policy to make it
easier to enter the country” [b = 0.51, SE =
0.13, t(886) = 3.8, P < 0.001], with the fraction
supporting increasing from 39 to 51%. We
found more marginal evidence for a shift
toward endorsing position statements in favor
of encouraging national pride (increased sup-
port from 42 to 57%), raising the minimum
wage (77 to 85%), and reaching net zero (75 to
80%) (P values for rating changes < 0.05). For
issueswhere onewould expectmore entrench-
ment (such as Brexit), we saw no change at all,
and one issue—universal free childcare from
birth—showed a shift toward the opposing
position, with opposition increasing from 33
to 41%, although the rating movement was
not statistically significant [b = −0.19, SE =

0.13, t(882) = −1.42, P < 0.156] (see SM 4.7.7 for
full results).
We also tested whether convergent view-

point shifts across groups might be due to
biases in the LLM that arose during pretrain-
ing or fine-tuning (30). Building on the
approach described in RQ3 (Fig. 4D), we com-
puted a bias score representing the fraction of
group statements whose position component
scores fell on the “agree” side of the median
opinion (“agree bias” SM, materials andmeth-
ods). We saw no evidence that the HM’s ten-
dency to produce statements overly supporting
a position predicted the proportion of people
in a group who changed their view to that
position [b = 0.11, SE = 0.07, t(124) = 1.44, P =
0.152; Fig. 5C]. This argues against the claim
that LLM bias drives the consistent change in
belief observed at the group level in our citi-
zens’ assembly.

Discussion

This research project evaluates a new, AI-based
approach to human collective deliberation,
which involves using an AI system as a “caucus
mediator.” We show that group statements
produced by an AI mediator [the Habermas

Machine (HM)] won broad-based agreement
from participants—a key step for finding com-
mon ground—and were preferred to those
written by human mediators. After interacting
with the HM, groups were often less divided,
converging to a common stance on social and
political issues. Using a language model al-
lowed us to quantify the features of success-
ful group statements. We found that the AI
learned to respect the majority stance but also
to upweight dissenting views. We replicated
these findings in a virtual citizens’ assem-
bly, which involved a demographically repre-
sentative sample of participants from across
the UK rather than those conveniently found
on a crowd-sourcing platform. These results
considerably extend earlier work using more
hand-engineered artificial systems that can
debate with humans (31), summarize opinion-
ated arguments in natural language (32), or
support deliberation but without any motiva-
tion of finding common ground (14–16); but
to our knowledge, they constitute the first dem-
onstration that AI can successfully be used to
mediate human collective deliberation at scale.
AI-mediated group statementswere endorsed

at higher rates than thosewrittenby incentivized

Fig. 5. The Habermas Machine helps a real-world virtual citizens’ assembly
find common ground on potentially contentious issues. (A) Revised state-
ments (postcritique) were preferred over the initial statements in the final
preference judgement, and group statements were positively endorsed and high
quality. Error bars denote bootstrapped 95% CIs. (B) Group agreement index
increased from before to after the deliberation. Points represent individual
groups discussing a single question. (C) There is no evidence for an association

between groups moving in the direction of endorsing the affirming position
statement and the tendency for the Habermas Machine to produce group statements
more on the “affirming side” of the median-position embedding of the group’s
opinions. Individual points represent a single group discussing a question. (D) Individual
position statement ratings reveal that several questions showed movement in a
consistent direction, from pre to postdeliberation. Individual points represent a single
participant rating a question; lines are fitted linear regression lines with standard errors.
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but nonprofessional humanmediators. How-
ever, the key translational opportunity provided
by the HM is not its potentially “superhuman”
mediation but rather its ability to facilitate
collective deliberation that is time-efficient,
fair, and scalable (5). The AI system produced
high-quality group statements within seconds,
in contrast to humanmediators, who required
several minutes (time efficiency). The HM se-
lects a group statement from a set of candi-
dates by simulating a ranked-choice election in
which each participant’s vote has equal weight
(fairness). Further, empirically, we found that
the group statement incorporated the critiques
of the minority (while respecting the major-
ity view), thus avoiding the “tyranny” of the
majority (33). Lastly, although we only tested
groups of up to five participants, our methods
in theory scale to groups in which hundreds
of people deliberate collectively, when com-
bined withmoremodern, longer-context LLMs
[e.g., Gemini 1.5 (34) could fit a thousand opin-
ions into its contextwindow] (scalability).When
we compared our smaller (Chinchilla-based)
fine-tuned model with a prompted version of
the larger and more modern Gemini 1.5 Pro,
we found evidence that the former was more
performant, suggesting that combining be-
spoke fine-tuning with a larger model would
improve our results yet further (SM 3.5). The
HM thus offers a new approach to collective
deliberation that circumvents some of the lim-
itations of in-person deliberation, including its
cost, limited scale, the potential for mediator
bias, and proneness to social desirability effects
or inequality of contribution (6, 7). Nevertheless,
the caucus mediation approach may miss out
on other advantages that arise from in-person
discussion, including nonverbal cues and the
opportunity to build interpersonal relationships
with other discussants.
A potential limitation of our study is the re-

liance on UK participants discussing nation-
ally relevant political and social issues. We do
not know whether our findings would gener-
alize to other groups, but we have no reason to
believe that they stem fromdistinctive features
of the UK context. Further, although many of
our participants were sampled by convenience,
we obtained comparable results in a virtual
citizens’ assembly (conducted with the Sorti-
tion Foundation) that used a demographically
representative sample of the UK population,
andwe found similar results using a propensity-
weighting approach to account for potential
demographic imbalance in our convenience-
sampled cohorts (SM 4.3.5). We thus think it is
likely that our approach could generalize to
different groups and contexts.
Onemay questionwhether finding agreement

is a desirable objective. The group statements
that the HM produces need not express a sin-
gular view but can reflect a wide distribution
of opinions discussed. Users may endorse the

group statement because they believe that it
represents the outcome of a fair deliberation
process (e.g., reflecting a form of “settled dis-
agreement”) rather than because it aligns en-
tirely with their view. That is, users may be
finding “commonground”by agreeing to shared
information that can be used to inform later
proposals or outcomes (19). Even after deliber-
ation, a plurality of views may persist (35, 36),
highlighting the nuanced nature of consensus
in deliberative processes (see SM 7 for further
discussion).
It is important to acknowledge that theHM,

in its current form, is limited in its capacity to
handle certain aspects of real-world delibera-
tion. For example, the HM does not have the
mediation-relevant capacities of fact-checking,
staying on topic, or moderating the discourse.
If the human opinions are ill-informed or harm-
ful, then the HM may generate an ill-informed
or harmful output. This feature is shared with
other democratic processes and mirrors the
principle on which citizens’ assemblies are
based: that legitimate agreement can emerge
from free and fair deliberation among citizens.
Still, deliberative democratic processes involve
other mitigations, such as incorporating expert
testimony in amanner that does not predeter-
mine the outcome of the debate (37, 38). In
this project, we offered one such mitigation,
using questions designed to reduce the risk of
harmful or unproductive deliberations (SM 1).
Nevertheless, if used in the real world, the HM
ought to be embedded in a larger deliberative
process, including careful selection of partic-
ipants to ensure that a balanced and diverse
community of stakeholders is represented in
the debate.
Our analyses did verify that the group state-

ments were fair reflections of the majority view
and not politically slanted by putative biases
in the AI model. The HM did not appear to
“tyrannically” ignore the views of the minority
(33) but reliably upweighted dissenting voices
in the AI-generated group statements. Still,
vigilance is needed to ensure that any AI-
assisted deliberative process is fair and legit-
imate (39). Moreover, there is room for healthy
debate over the role that algorithms should play
in the political process, and some people may
have a principled aversion to the idea that
political or social ideas can be generated by a
computer (40, 41), which may temper enthusi-
asm for our approach.
There are considerable benefits to a tech-

nology that helps people find agreement in a
time-efficient, fair, and scalable manner. Many
real-world situations require groups of people
to agree over the content of a written statement.
These include, but are not limited to, contract
agreement, conflict resolution, jury deliberation,
diplomatic negotiations, constitutional con-
ventions, artistic co-creation, and political or
legislative discussions, as well as formal citi-

zens’ assemblies. More generally, finding com-
mon ground is a precursor to collective action,
in which people work together for the com-
mon good. Thus, there is considerable potential
for the HM to be translated for societal benefit.

Materials and methods summary
Questions

Participants discussed questions of social or
political significance in the UK. We constructed
this dataset by prompting the Chinchilla 70B
model to generate 10,000 questions, using ex-
amples drawn from 175 author-written seed
questions (SM 10). Questions were reviewed for
safety, ethics, clarity, and potential to stimulate
diverse discussion (SM 8; see SM 1 for more
details).

Human data

For the virtual citizens’ assembly, participants
were recruited with randomized stratified
sampling (through the Sortition Foundation)
to create a cohort that was demographically
representative of the UK population with re-
spect to age, gender, income, ethnicity, and
region (SM 4.8. provides demographic sum-
maries). Other participants were adult UK
residents recruited by convenience through
a crowdsourcing platform. Both training (n =
2473) and evaluation data (n = 2673) were
collected between January and August 2023.
Participants were compensated above the
living wage, and the study was approved by our
internal Human Behavioral Research Ethics
Committee (42) (SM 2.1). Additional bonuses
were offered in the human mediator task for
the human mediator, up to a roughly 50% in-
crease in base pay (SM 4.3).
We ran seven evaluation experiments,

including
• Main task/ablation experiments (1 to 3):

Assessing the importance of different HM
components.
• Critique exclusion experiment: Evaluating

the impact of the critique phase.
• Opinion exposure experiment: Examining

the impact of mediation on belief change.
• Human mediator experiment: Comparing

HM performance to human mediators.
• Virtual citizen’s assembly: Testing exter-

nal validity with a demographically represen-
tative sample.
Each study and analysis is described in SM

4. Sample sizes, exclusion criteria, and pri-
mary analyses for all evaluation experiments
were preregistered at osf.io/uy4z3.

Human task

After providing informed consent and read-
ing instructions, participants were organized
into groups of up to five individuals. The task
consisted of three phases:
1. Predeliberation: Initial position statements

and question importance were rated.
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2. Deliberation blocks (1 question per block,
n = 3 blocks). Each involved eight stages: writing
opinions, rating and ranking group statements,
critiquing the top-ranked statement, rating
ranking revised group statements, expressing
final preferences, and completing an end-of-
round survey (Fig. 1A).
3. Postdeliberation: Position statements and

question importance were rated again.
The experiment concluded with a survey col-

lecting free-form comments and a demographic
questionnaire (see SM 2.2 for more details). The
human mediator and opinion exposure tasks ex-
cluded the critique phase. The human media-
tor task involved four deliberation rounds and
included third-party raters to assess transcript
quality.

HM details

The generative model is a Chinchilla 70B lan-
guage model (21) fine-tuned on a dataset of
opinions (and critiques) from previous rounds
with target group statements that were rated
as high-quality, covering 578 groups (2473
participants) collectively discussing 1630 de-
liberation questions across diverse topics. Ques-
tions were clustered into 105 clusters, using
k-means applied to the vector embeddings
derived using the Universal Sentence Encoder
(43). Out-of-distribution generalization was
tested using 12 topics held out during fine-
tuning (SM 4.4).
The reward model is a smaller, 1.4 billion–

parameter version of Chinchilla with an addi-
tional linear layer for scalar reward prediction.
We train this model on a dataset in which par-
ticipants’ rankings over the statements are
converted to pairwise preferences, fitting a
Bradley-Terry model yielding rewards pro-
portional to how much each participant is
expected to agree with a candidate group state-
ment (22, 44, 45). The reward model training
also includes an auxiliary classification loss
based on binarized quality ratings (see SM 3.1
for prompts and SM 3.3 for further details).
TheHMuses a simulated election process to

select an output statement. Sixteen candidate
statements are generated, and the reward
model predicts each participant’s most likely
ranking of the statements based on the par-
ticipant’s opinion (and critique). We aggregate
these rankings using the Schulze method to
determine thewinning group statement (22, 24).
The group winner is returned as a sample from
the HM. In the main evaluation experiments,
participants see multiple samples from the HM,
which involves repeating this proceduremultiple
times (SM 3.4).

Data preprocessing and analysis

Data analysis followed preregistered proce-
dures for data exclusion (SM 4.1 provides data
analysis details). Inferential statistics were
based on generalized linear mixed-effects mod-

els, implemented in R (46, 47), adopting the
maximal random-effects structure that our
data permits in each case (48). We fit ordinal
models for analyses relating the Likert mea-
surements (49). All P values reported are from
two-sided inferential tests (SM 4.1.3).

Embedding geometry

We embed opinions, group statements, and
affirming and negating position statements
for each question (e.g., “Yes, I agree.We should
raise taxes.” and “No, I disagree. We should
not raise taxes.”) using the Sentence T5 model
(29). The line segment from the negating to
affirming embeddings defines a “position axis.”
The projection onto this position axis defines,
for any piece of text (i.e., an opinion or group
statement), a decomposition into a “position”
embedding component and “residual” embed-
ding components. Alternative embeddingmod-
els anddefinitions for position axes are possible
[(43, 50); SM 5.1].
Minority (versus nonminority) participants

are identified by which side of neutral their
position statement ratings fall on. Position em-
beddings for group statements are regressed
on convex combinations of the constituent
opinions. Regression coefficients of minority
opinions are summed to produce a total mi-
nority weight. This process is repeated sepa-
rately for the level of division of groups (e.g., five
total participants with one in minority, five
total participants with two in minority, etc.),
and we report the final average weight of mi-
nority opinions (see SM 5.5 for more details).
The HM’s “majority” bias is measured by

determiningwhether its generated statements
align with the majority or minority side of the
median opinion for each question. The bias
score is the proportion of statements leaning
toward the majority view. Similarly, the HM’s
“agree” bias in the virtual citizen’s assembly is
assessed by comparing the statement’s posi-
tion to the “agree” and “disagree” sides relative
to the median opinion. Further analyses and
results relating to compromise, fairness, and
novelty can be found in SM 5.
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