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Abstract—Training general robotic policies from heterogeneous
data for different tasks is a significant challenge. Existing
robotic datasets vary in different modalities such as color, depth,
tactile, and proprioceptive information, and collected in different
domains such as simulation, real robots, and human videos.
Current methods usually collect and pool all data from one
domain to train a single policy to handle such heterogeneity
in tasks and domains, which is prohibitively expensive and
difficult. In this work, we present a flexible approach, dubbed
Policy Composition, to combine information across such diverse
modalities and domains for learning scene-level and task-level
generalized manipulation skills, by composing different data
distributions represented with diffusion models. Our method can
use task-level composition for multi-task manipulation and be
composed with analytic cost functions to adapt policy behaviors
at inference time. We train our method on simulation, human,
and real robot data and evaluate in tool-use tasks. The composed
policy achieves robust and dexterous performance under varying
scenes and tasks and outperforms baselines from a single data
source and simple baselines that pool very heterogeneous data
together in both simulation and real-world experiments.

I. INTRODUCTION

Training generalist robotic policies with massive amounts of
computational power and data using simple algorithms such
as behavior cloning [1, 2] has gathered considerable interest
recently [3, 4], inspired by the success of foundation models in
fields such as natural language processing and computer vision
[5, 6, 7]. Despite the growing size of robotic datasets [3],
the dominant robot learning pipeline is still training specialist
models with a single robot for a single task without any
flexibility in behaviors [8, 9, 10]. One of the key challenges
for robot imitation learning under multi-task and multi-domain
data at scale is data heterogeneity: in addition to the vast
amount of tasks that robots can be trained to perform, robotic
datasets were usually built from different data sources, such
as simulations, human demonstrations, and real-robot data
with different modalities such as color images, depth images,
and tactile data. In this paper, we will refer to settings that
accept these varieties of modalities, embodiments and tasks as
heterogenous robot learning. The efficient use of such data
is not obvious due to such heterogeneity and most existing
methods often only leverage one source of data such as real-
world data [3] or simulation data [11, 12].

Similar to how humans learn complex manipulation behav-
iors that require common sense and reasoning [13] through
mental simulation, watching, and active interaction, robot pol-
icy learning benefits from diverse sources of data. Simulation
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Fig. 1: Generalizable Tool Use. Policy composition can be applied
to multiple tool-use tasks using a spatula, knife, wrench, and hammer.
Resultant policies generalize across disturbances (a) and distractors
(b) across different initial configurations and settings which require
applied force (c) and dynamic rearrangements of scenes (d). The
horizontal axis shows the time dimension for each executed trajectory.

holds the promise to provide large-scale training data with
massive diversity, yet policies trained with simulation usually
suffer from the sim-to-real gaps [11]. Real-world human
demonstrations are the largest existing data source and they
are easy to acquire to teach high-level motions [14, 8]. Yet
they suffer from embodiment gaps, especially on contact-rich
motions. Robot teleop data has the least domain shifts and
delivers impressive demos [9, 15], yet it can be expensive to
acquire at large scales. Moreover, data of different modalities
is often gathered with different hardware for each task. Given
such massive heterogeneity in data, it remains unclear how to
train policies on such data, that can achieve both dexterity and
generalization to new scenes and tasks.

We propose Policy Composition (PoCo), a framework
(Figure 2) to compose multiple sources of data and ob-
jectives in different modalities and tasks with associated
behaviors. This allows us to naturally divide and conquer
the combined challenging problem with multiple policies and
allow adaptation at test time. Specifically, each policy is
instantiated probabilistically using a trajectory level diffusion
model [16, 17, 9], enabling policies to be composed together
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Fig. 2: Policy Composition. PoCo combines information across behaviors, tasks, modalities, and domains using probabilistic composition.
This allows our approach to modularly combine information at prediction time (with no retraining), enabling generalization to challenging
tool-use tasks, by leveraging information from multiple domains ().

by combining score predictions [18, 19, 20, 21, 22, 23].
In addition to representing cost functions [18], constraints
[21, 24], and goals [19], learned probability distributions can
represent policies operating across distinct sensor modalities
from domains such as simulation, real robots, and human
videos. We apply our methods for the tasks of generalizable
robotic tool-use [25, 26, 27, 28] policies. We illustrate how
different compositions of policies at the task, behavior, and
policy levels enable robust generalization to novel scenes and
tasks without fine-tuning.

In comparison to approaches to learning generalist policies
through representation learning [29] or through large-scale
data-pooling [3], our approach does not require extensive
data engineering or data sharing to align observation and
action spaces as individual policies are learned modularly on
separate domains of data. Furthermore, our modular approach
enables us to quickly adapt to out-of-distribution settings with
additional sources of data or tasks with control [19, 20], by
simply training additional policies without discarding infor-
mation about prior tasks. In contrast to individually trained
components (such as perception subsystem) in a robotic
system [30], PoCo allows multiple instances of the policies
trained independently to combined in arbitrary combinations
in parallel to improve performance.

Via simulation testing on the Fleet-Tools benchmark [27],
we demonstrate that the task composition improves diffusion
policies in multi-task settings with various tools such as
spatulas and wrenches. We further show that test-time behavior
compositions can improve desired behavior objectives such
as smoothness and workspace constraints. In the real world
(Figure 1), we compose across policies trained with different
modalities such as image, point cloud, and tactile image, and
across domains such as in simulation and the real world. This
allows the policies to stay robust across changes in manipu-
lands, distractor objects, camera viewpoints and angles, as well
as demonstrate dexterous retrying and fine-grained behaviors.
We demonstrate that the overall compositions provide success

rate improvements of 20% in both simulation and the real
world compared to baselines.

The contributions are summarized as follows: (a) we pro-
pose PoCo, a policy composition framework to use proba-
bilistic composition of diffusion models to combine informa-
tion from different domains and modalities (b) we develop
task-level, behavior-level, and domain-level prediction-time
compositions for constructing complex composite policies
without retraining (c) we illustrate the scene-level and task-
level generalization of PoCo across simulation and real-world
settings for 4 different tool-use tasks, and demonstrate robust
and dexterous behaviors.

II. RELATED WORKS

A. Diffusion Models

Diffusion models [31, 32] are a class of probabilistic gener-
ative models that iteratively refine randomly sampled noise
into draws of underlying distributions. Compared to other
generative models such as Variational Autoencoder (VAE) [33]
and Generative Adversarial Networks (GAN) [34], diffusion
models, or more generally Energy-Based Models [35, 36],
learn the gradient fields of an implicit function which can be
optimized at inference time to readily compose with multiple
models. Moreover, diffusion model composition has achieved
impressive results in generating high-dimensional distributions
such as images and videos [37, 38, 39].

Recently, diffusion models have been applied to robotic
applications [40, 16, 17, 9], and enjoy rigorous theoretical
guarantees [41]. These successes are attributable in part to
the connection between diffusion processes and traditional
gradient-based trajectory optimization, as practiced in robotic
planning, optimal control, and reinforcement learning [42,
43, 44, 16]. The implicit function representation of diffusion
models allows them to be composed with external probability
distributions [16, 45], and researchers have had empirical
successes in composing multiple diffusion models [39, 46, 22,
47, 23, 24].



B. Compositional Models in Robotics

In robotics, probabilistic composition has been previously
explored as an approach for structured generalization [48, 16,
21, 24, 19, 49, 20, 18] at inference time. Previous works have
also investigated a probabilistic view on composing energy-
based reactive policies for robotic motion planning such as
HiPBI [20]. In BESO[19], score functions for goal-conditioned
imitation learning are composed using classifier-free guidance
of an unconditional and conditional goal policies. In SREM
and CCSP [21, 24], scene rearrangement is accomplished by
composing EBMs to represent different subgoals in composi-
tions of object scenes. In SE3 Diffusion Fields [18], learned
cost functions are used as gradients for joint motion and
grasping planning. Leveraging a similar score combination
process, our work explores how such probabilistic composition
can be applied to learned policies, enabling the combination of
multidomain and multitask data to effectively solve complex
tool-use tasks.

C. Multi-task and Multi-domain Imitation Learning

Multi-task learning and models that exhibit multi-task be-
haviors have shown impressive performance in computer vi-
sion [50, 51], natural language processing [52, 53]. Some of
the most promising approaches in robot learning use direct
data pooling, either from robot-only data such as RT series [54,
55, 56], or mixtures of human and simulation data. [8, 57, 58].
At the same time, there is a rich tradition of explicitly account-
ing for problem structure in multi-task learning [59], meta-
learning [60, 61, 62], and few-shot learning domains [63].
Whereas data-pooling approaches require a careful balance of
constituent data distributions, and approaches using problem
structure [3] require additional algorithmic complication, our
method composes diffusion policies learned from different
domains at inference time with minimal algorithmic overhead.

D. Robotic Tool-Use

Tool-use is a widely studied problem for robotics [64, 65]
and the AI community [66, 13, 67]. Compared to the well-
studied grasping and planar-pushing problems, tool-use tasks
require additional skills such as fine contact-rich dexterity,
object-object affordance, and compositional generalization
[13, 27]. To improve tool-use capability of robots, prior works
have studied using model-based methods [64, 65], sparse
perception features [68, 26], language conditioning [25, 69],
simulation and online videos [70], point cloud inputs [28].
Due to the partial occlusion and the extrinsic contact sensing
problems during tool-using, some works [71, 72, 73, 74] have
studied using tactile sensors for tool manipulations. Our work
proposes a novel multi-modal learning system for real robots,
humans, and simulations in common tool-use tasks [27] with
industrial and household applications.

III. DIFFUSION MODELS FOR TRAJECTORY GENERATION

We study how to combine information across different
tasks and domains such as simulation environments, human
demonstration videos, on-robot data in combination to solve
new tasks in new domains. Specifically, following [16, 9], we

can parameterize a generative policy π on an action trajectory
τ with a conditional distribution π(τ |o) given a history of
observations, denoted as o, which belongs to a certain set of
observation spaces, e.g. the spaces of point clouds, images,
or images of tactile sensor deformations. Regardless of ob-
servation space, τ ∈ RH×d corresponds to action trajectory
at a horizon H and action dimension d. Because our action
trajectories lie in the same space, even though observations
do not, we will be able to compose across multiple different
observation spaces as described in what follows.

Restricted to any given observation space Ok, we represent
a policy π(τ |o) with a diffusion model, where the trajectory
τ is generated from the policy using an iterative denoising
process. To generate a trajectory from the diffusion model, a
noisy sample τT is initialized from Gaussian noise N (0, I).
This sample τT is then iteratively denoised using a learned
denoising network ϵθ as follows:

τ t−1 = τ t − γtϵθ(τ
t, t | o) + ξ, ξ ∼ N

(
0, σ2

t I
)
, (1)

for T total steps of denoising with specified per-timestep noise
magnitudes σt and step size γt. The final generated sample τ0
corresponds to the predicted trajectory of the policy πθ

To train the denoising network ϵθ, we corrupt the trajectory
τ across a randomly selected noise level t ∈ {1 . . . T}, and
a corresponding corruption ϵt = αtϵ is added to a clean
trajectory τ0. The denoising model ϵθ is trained to predict
the added noise to the trajectory using the MSE objective:

LMSE = ∥ϵt − ϵθ(τ0 + ϵt, t | o)∥2. (2)

The denoising function ϵθ estimates the score ∇τE(x) of an
underlying EBM (unnormalized) probability distribution [75,
22], where e−E(τ) represents the desired trajectory distribution
π(τ | o), and it also allows diffusion models to be easily
composed with other probability distributions.

IV. LEARNING COMPOSITIONAL POLICIES

In this section, we introduce the idea of compositional pol-
icy learning to handle the heterogeneous training and testing
settings in robotics. For two probability distributions p1, p2,
we compose them in the following form [76, 39, 23, 49, 20,
21, 18]

pproduct(τ) ∝ p1(τ)p2(τ). (3)

This product distribution combines the information contained
in each distribution – for instance, when p1(τ) and p2(τ)
represent Gaussian PDFs of the uncertainty from two sensor
readings, the composed product Gaussian PDF pproduct(τ)
combines the mean and uncertainty estimates across both
sensors. To expand this general composition idea in robotic
policy learning with heterogeneous data and diffusion models,
we first introduce how policies learned across data domains
and modalities of tasks and objectives can be represented as
probability distributions in Section IV-A. In Section IV-B,
we discuss how we can compose different probability dis-
tributions in the form of a product distribution to leverage
information across different modalities, domains, tasks, and
behaviors. Finally, we discuss implementation details of how
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Fig. 3: Illustration of Policy Composition. Policies are composed
at test time by combining gradient predictions. This can apply to
domain composition by combining policies that train with different
modalities such as image, point cloud, and tactile images. It can also
be used with different tasks in task composition and additional cost
functions for desired behavior with behavior composition. The only
assumption is that the diffused outputs for each model need to be
in the same space, i.e. the action dimension and action horizon. We
denote the composition operator using a “plus” sign.

to sample from composed policies using diffusion models in
Section IV-C.

A. A Probabilistic Perspective on Robotic Heterogeneity

We propose a probabilistic perspective [39, 24, 21, 49]
to combine information across different domains such as
simulation, humans, and real robots, across sensory modalities
such as RGB images and point clouds, and across different
behavioral constraints such as smoothness and collision avoid-
ance. Training a generic policy directly across all these sources
of information has been an outstanding challenge due to these
heterogeneous modalities and objectives present in the data.

Let us first describe how we model these
different forms of heterogeneity: domain, behavior,
task, and sensing modality. We let modality
M ∈ {Mtactile,Mpointcloud,Mimage,Mproprioceptive} denote
a sensing modality - tactile images, pointcloud, RGB image,
or proprioceptive information including joint angles and end
effector poses. We describe below how policies can take as
input observations from any combination of these modalities.

Next, we consider multiple data domains D of demonstra-
tion trajectories. These include simulation data Dsim, human
video demonstrations Dhuman, or on-robot teleoperated data
saved from robot sensors Drobot. In addition to different
data distributions, different domains also have (a) different
control frequencies, and (b) data from different combinations
of modalities but crucially (c) must have the same actions
spaces to enable composition in our current approach.

We then allow for the constraints on the desired behavior
via a cost function c(τ) on the action trajectories, such
as smoothness costs csmoothness(τ) and safety costs csafety(τ).
Finally, we allow the specification of the robot task T via
natural-language text command, such as Thammer: “hammering

with a hammer” or Tspatula: “scooping with a spatula”.
We now propose to learn a separate probabilistic model

pMD (·|c, T ) on each tuple (M,D, T , c) of (modality, domain,
task, behavioral cost). We begin by training a policy pMD (· | T )
with no specified cost to exhibit a high likelihood on trajecto-
ries that are similar to expert demonstrations to achieve certain
tasks T seen in domain D and modality M. We instantiate
this learned model as a denoising diffusion model. At inference
time, we can incorporate the costs by sampling from the EBM
distribution pMD (τ | c, T ) ∝ exp(−c(τ)) · pMD (τ | T ). In
this setting, we choose to convert each cost probabilistically
through the Boltzmann distribution exp(−c(τ)), although
alternative probabilistic parameterizations are also valid as
long as cost exhibits high-likelihood when the constraints
are satisfied in a trajectory and low-likelihood when they
are not. Concretely, our smoothness cost csmooth(τ) = ∥τ ′′∥2
penalizes a discrete approximation of the second deriva-
tive of the trajectory; and workspace safety constraint cost
csafety(τ) = ∥min(τmin − τ, 0)∥2 + ∥max(τ − τmax, 0)∥2,
where τmin, τmax represent certain trajectory bounds.

Importantly, rather than pooling all the data naively, we
train separate models for different (modality, domain, task)
combinations and use compositionality, as described below,
as a way to learn from this diverse and heterogeneous data.

B. Combining Information through Policy Composition

Given information across trajectories encoded by two prob-
ability distributions pMD (·|c, T ) and pM

′

D′ (·|c′, T ′), in policy
composition, we propose to directly combine the information
across both distributions at inference time by sampling from
the product distribution. The key idea is to combine the score
predictions from diffusion policies at inference time.

Under the notations defined in the previous section, we
define

pproduct ∝ pMD (·|c, T ) · pM
′

D′ (·|c′, T ′), (4)

Note that we omit the observation O of the policy in p
to further simplify the notation. This pproduct(τ) will exhibit
a high likelihood at all trajectories that are valid under both
distributions, effectively encoding the information from both
probability distributions. This approach allows each com-
ponent neural network to be trained individually, and then
modularly combined at test time, which further enables the
incorporation of new sources of information.

Furthermore, as discussed in Appendix X-D this composi-
tion obtains the precise form of the conditional distribution
given composed tasks and costs under the assumption that
(1) there is mutual independence of tasks T and costs c
and (2) conditional independence of tasks T and costs c
given a trajectory τ . These assumptions hold when policies
when different constraints and tasks are mutually independent.
For instance, policy that is trained to mimic pancake lifting
behavior and the costs of maintaining trajectory smoothness
satisfy both assumptions. Below, we provide three examples
of how policy composition can be used to improve policy
performance.
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Fig. 4: Task Visualizations. Visualization of Tool-Use Tasks, “spat-
ula, knife, hammer, wrench” are studied in this work in three different
domains: simulation, real-world robots, and human demonstrations.

Task-level Composition. Given an unconditional distribution
p(τ) describing possible trajectories for certain domains and
modalities, and a conditional distribution p(τ |T ) describing
possible trajectories for a specified task T , we can use
composition to combine information across both distributions
to synthesize a policy more likely to accomplish task T .

In particular, we can construct the policy composition

pproduct(τ) ∝ p(τ)p(T |τ)α ∝ p(τ)

(
p(τ |T )

p(τ)

)α

, (5)

for a chosen α > 1. This particular policy composition puts
extra weight on trajectories that are likely to accomplish task
T (based off the weight α), improving the final quality of
synthesized trajectories. This task-level composition procedure
does not require separate training for each task, and trains
a general policy that can achieve multiple task objectives,
resembling a classifier-free diffusion model [46], which has
also been applied to goal-conditioned policies [19] .
Behavior-level Composition. Given a distribution p(τ |c, T )
of trajectories for a task T and a distribution pcost(τ |c)
encoding a cost function over a trajectory, we can combine
distributions using

pproduct(τ) ∝ pcost(τ)p(τ |T ). (6)
This policy composition combines information across the task
distribution and the cost objective, ensuring that synthesized
trajectories both accomplish a task and optimize a specified
cost objective. This inference procedure is flexible and is
similar to what a robotic trajectory optimizer will be able to
do. In the action diffusion setting, the action trajectories need
to be integrated to get the state trajectories.
Domain-level composition. Given two policy distributions
pD1(τ |T ), pD2(τ |T ) representing information about valid tra-
jectories to solve a task T trained on different sensor modal-
ities and domains D1, D2, we can combine the information
across both models together through

pproduct(τ) ∝ pD1
(τ |T )pD2

(τ |T ). (7)
This policy composition allows us to leverage information
captured from different sensor modalities and domains, which
is useful for complementing strengths of data gathered in one

domain with another, i.e. when real-robot demonstrations are
expensive to gather but more accurate, compared to simulation
demonstrations which are cheaper to gather but not as accurate.
We use feature concatenation for different modalities in the
same domain for simplicity. Finally, note that multiple compo-
sitions may be nested together to further combine information
across policies.

C. Implementing Compositional Sampling

One way of viewing the policy composition is through
energy-based models (EBM). Given two EBM distribu-
tions [36] p1(τ) ∝ e−E1(τ) and p2(τ) ∝ e−E2(τ), the
product of the two distributions p1(τ)p2(τ) can be represented
as a EBM e−(E1(τ)+E2(τ)). We can sample from an EBM
distribution e−E(τ) using Langevin dynamics where given
a sample initialized from τ0 initialized from N (0, 1) we
iteratively refine it using the gradient of the energy function

τ t−1 = τ t − γ∇τE(τ) + ξ, ξ ∼ N
(
0, σ2

t I
)
, (8)

where γ and σt are hyperparameters in realizing accurate sam-
pling from the probability distribution. The Langevin sampling
procedure in Equation 8 corresponds to the typical sampling
procedure in diffusion models in Equation 1.

To combine policies, we compute ∇τEθ(τ) for each diffu-
sion policy in each domain. Then, by using the score prediction
of the denoising network ϵθ(τ, t) for each cost function, we
can explicitly compute ∇τ c(τ). This then allows us to use
the standard diffusion sampling procedure in Equation 1 with
the denoising network prediction substituted with the gradient
prediction corresponding to composed distributions.

Concretely, this enables us to sample from task-level com-
position by using the sampling expression
τ t−1 = τ t − γT (ϵθ(τ |t) + α(ϵθ(τ |t, T )− ϵθ(τ |t))) + ξ, (9)

where ξ ∼ N
(
0, σ2

t I
)
. These two networks θ(τ |t, T ), θ(τ |t)

can be trained jointly with classifier-free training [46]. This
enables us to sample from the behavior-level composition by
using the sampling expression

τ t−1 = τ t − γc(ϵθ(τ |t, T ) +∇τ c(τ)) + ξ, (10)
where ξ ∼ N

(
0, σ2

t I
)
. Finally, assuming we have trained

different networks θ1, θ2 for different domains D1,D2, we can
sample from domain-level composition by using the sampling
expression

τ t−1 = τ t − γD(ϵ
1
θ(τ |t) + ϵ2θ(τ |t)) + ξ, (11)

where ξ ∼ N
(
0, σ2

t I
)
.

We note again that different compositions can use different
observation inputs: for example, behavior composition does
not rely on external observation, and domain composition can
compose two separate policies using point cloud or image
input respectively. In practice, we tuned the composition
weights γ to demonstrate the composition behavior. Since we
assume all models have shared the same action bounds for
output normalization, the gradients (or noise prediction) with
respect to the unnormalized trajectory (such as analytic costs)
can be approximatedly combined with the normalized ones
with a fixed linear transform and a scalar weight. It is also
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Algorithm 1 Sampling Process in Policy Composition

1: Input: Tasks {Tk}Kk=1, Policies Per Domain {θi}Ni=1,
Costs {cj(τ)}Mj=1, Base Multitask Policy ϕ.

2: Init: τT from Standard Gaussian
3: for Iteration t = 1 . . . , T do
4: Initialize denoising step: ∇τ t = 0
5: for Task k = 1 . . . ,K do
6: Task Composition: ∇τ t = ∇τ t + ϵϕ(τ |t) +

α(ϵϕ(τ |t, Tk)− ϵϕ(τ |t))
7: for Behavior j = 1 . . . ,M do
8: Behavior Composition: ∇τ t = ∇τ t + γc∇τ cj(τ),
9: for Domain i = 1 . . . , N do

10: Domain Composition: ∇τ t = ∇τ t + γDϵθi(τ |t)
11: Diffusion Step: τ t−1 = τ t − γ∇τ t + ξ

12: Return: denoised trajectory τ0

possible to use more advanced sampling techniques [23] and
nested composition with an ensemble or mixture of policies
for more complex behaviors. See Algorithm 1 and Figure 3
for a summary of the sampling process.

V. IMPLEMENTATIONS

We use a temporal U-Net structure with Denoising Diffusion
Probabilistic Model (DDPM) [9, 16] at training time for 100
steps and Denoising Diffusion Implicit Model (DDIM) at
testing time for 32 steps [9, 16]. Since the goal is to compose
different diffusion models across domains D and tasks T , we
use the same action space for all models. For simplicity, a
fixed normalization was used for the action bounds rather
than dataset statistics, and the robot was controlled using
end-effector velocity control. We focus on generalizable tool-
use tasks to evaluate the proposed framework. The task is
determined successful when certain thresholds are met. For
example, a hammering task is deemed successful when the
pin is hammered down. We use four task families (wrench,
hammer, spatula, and wrench) for evaluation. We use ResNet-
18 [77] as the image encoder and PointNet [78] as the point
cloud encoder. See Figure 4 and Appendix X-E for more
detailed discussion of different domains.

A. Simulation Setup

In the Fleet-Tools benchmark [27], we use the segmented
tool and object point clouds as the agent observations, and
the 6-DoF translation and rotation at the end-effector frame as
the agent actions. The episode length is around 40 steps and
the control frequency is 6Hz. Initial end-effector poses, initial
object poses, and the tool-in-hand poses are randomized at

each episode. In total, we collected around 50,000 simulated
data points for each tool-object pair across 4 tool families.
The demonstration trajectories in simulation are calculated
with keypoint-based trajectory optimization. We apply data
augmentation on both point clouds and actions in the training
process. The test scenes are held out from the training process.
We apply data augmentations that maintain the object-tool
relationships. We also add point-wise noises, random cropping,
and random dropping to the observed 512 tool and 512 object
point clouds from the depth images and masks. Note that in
the simulation experiment, only the point clouds are used for
experiments (for their speed and ease of training). In the real-
world experiments below, RGB-based policies are used for
real-world collected data. See Appendix X-B for more details.

B. Real Robot Setup

We mount a wrist camera (Intel D405) and an overhead
camera (Intel D435) to obtain local and global views of the
scene. The near view range of D405 is useful for capturing the
tool point clouds from the wrist view. We used a simplified
version of the GelSight Svelte Hand [74, 79] installed on a
Franka Emika Panda robot to handle different tools. One of
the three GelSight Svelte tactile fingers is activated, which
provides rich tactile information on tool poses, tool shape,
as well as tool-object contacts. For teleoperation, we use an
Oculus Quest Pro to track joystick poses, which are mapped
to the velocity of the end-effector as action labels for imitation
learning. The episode lengths of real-world teleoperation vary
from 20 steps to 100 steps. The real robot policy frequency is
10 Hz when using RGB inputs only, or 6 Hz when segmented
point clouds are used. See Appendix X-E for more details.

C. Human Demonstration Setup

The demonstration videos can be collected from uncali-
brated cameras in the wild. The videos can then be labeled by
a few clicks for only the first frame in each trajectory. We then
use pre-trained segment-anything [5] for segmentation, XMem
[80] for tracking, and hand detection pipelines [81] to extract
an approximate hand pose, as shown in Figure 5. Point clouds
of the tool and the object are extracted and transformed to
the hand frame. Then we use the Iterative Closest Point (ICP)
method to solve for the relative movements of the tool between
two timesteps, which are used as action labels. Trajectory
lengths vary from 20 steps to 100 steps. See Appendix X-E for
more implementation details. Additionally, we plan to open-
source all collected datasets for future research.



Fig. 6: Task-level Qualitative Results. By composing unconditional and task-conditional models, our composed policy can accomplish a
diverse set of tasks and outperform unconditioned multitask policies.

(a) (b)

Fig. 7: Effect of Policy Composition in Simulation. (a) Task Composition performs the best in multitask policy evaluation in simulation.
(b) Simulation policies help with composition across domains and evaluation in simulation.

Metric Success ↑ Smoothness ↓ Workspace ↓
Normal 0.70 0.027 0.030
+Smoothness 0.67 0.016 0.038
+Workspace 0.67 0.019 0.022

TABLE I: Effect of Behavior Composition. By combining costs
probabilistically, we can optimize metrics from each cost objective.

VI. SIMULATION EXPERIMENTS

In this section, we explore the following question: when
the test distribution is different from any single one of the
training distributions, how each compositionality as described
in Section IV can help adjust policy behaviors (VI-A), gen-
eralize across multiple tasks (VI-B) and multiple domains
(VI-C) without retraining? In simulated experiments, we use
the masked tool-object point clouds as the policy input O. O is
further encoded with a PointNet [78] before being fed into the
diffusion model ϵθ. For each task, we perform 10 independent
runs of each experiment on 50 scenes, and the average success
rates together with its success criteria are reported. The model
size and dataset size are the same for each domain in each
experiment across baselines. The simulation environment is

illustrated in Figure 8 and is used to evaluate both policies
trained from real world data and simulation data.

A. Behavior-level Composition

In Table I, we use test-time inference to compose behaviors
such as smoothness and workspace constraints. Recall that the
smoothness costs csmooth measure the squared norm of the aver-
aged accelerations of the rollout trajectories, where workspace
costs csafety measure the squared norm of the trajectory outside
of the workspace bounds. For each environment timestep,
we integrate the action trajectories into the workspace pose
trajectories and then compute the smoothness and collision
costs, and compute its gradients with pytorch autograd for
composition. We fix the composition weight to be γc = 0.1
in this setting. This maps to a combined diffusion step with
the analytic cost functions ϵt = ϵθ(τ)+γcc(τ) in each step of
the diffusion process. In Table I, we demonstrated the gains in
smoothness and safety constraints by adding prior information
to the action trajectories in the inference process. This com-
position is analogous to trajectory optimization widely used
in robotic motion planning.



Composition Composition
Setting Human Simulation Real-Robot (Human+Real) (Sim+Real)

Vary Object Pose 1/5 5/5 2/5 4/5 5/5
Vary Robot and Tool Pose 1/5 5/5 4/5 5/5 5/5
Distractor 0/5 5/5 2/5 3/5 5/5
Novel Instance 1/5 3/5 2/5 1/5 5/5

Total 15± 2.2% 90± 4.3% 50± 4.3% 65± 7.4% 100± 0%

TABLE II: Quantitative Results on Domain Composition. Policy Composition improves average success rates compared to individual
constituent policy across different scenes on four separate generalization axes, evaluated on the hammering task.

Fig. 8: Simulation Qualitative Results. We show some visualization
with the inferred trajectory (in green) in the Drake simulation
environments. These are tool-use tasks using a wrench, hammer, and
spatula (left, middle, right). The tools are welded to the end effector.

B. Task-level Composition

In Figure 7 (b), we show that the task composition of
conditional and unconditional multi-task tool-use policies out-
performs both unconditional and task conditional multi-task
tool-use diffusion policies. To construct a conditional multi-
task tool-use policy, we assign each tool-use task a text name,
such as “wrench”, and train a conditional tool-use policy
based off this text by using a T5 encoder [82] corresponding
to learning ϵθ(τ |T ). To construct an unconditional multi-
task tool-use policy, we dropout text labels with a frequency
0.1 when training our conditional multi-task tool-use policy
and replace the text embedding with a fixed latent vector
corresponding to learning ϵθ(τ). Our task-level composition
then corresponds to (ϵθ(τ) + α(ϵθ(τ |T ) − ϵθ(τ)), which can
also be seen as classifier-free guidance [46]. From Equation
5 and its gradient form 9, we see that when the task weight
α = 0, this policy maps to unconditioned multitask policies,
when α = 1, it maps to standard task-conditioned policies,
and when 0 < α < 1, we are interpolating between task
conditioned and task unconditional policies. When α > 1,
we can get trajectories that are more task-conditioned. We
fix the composition hyperparameter α = 1.5 in Figure 7 and
illustrate how such an approach improves performance over
both unconditional and conditional policies.

C. Domain-level Compositions

In Figure 7 (a), we trained separate policy models for the
simulation dataset θsim, human dataset θhuman, and robot dataset
θrobot using point cloud inputs and we evaluated domain-
level composition in the simulation settings, i.e. real-to-sim
evaluation when using θhuman or θrobot. To construct a policy
that can work well across domains, we use domain-level
composition to fuse them and evaluate them in the simulation
setting. Note that there is no train/test domain gap for θsim,
which therefore performed well and can achieve 0.92 success
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Fig. 9: Domain Composition Comparison. By composing policies
trained in simulation, human, and real data, our approach can
generalize across multiple distractors (first row), with varying object
and tool poses (second row), and across new object and tool instances
(third row).

rates. For example, in domains such as human data, we observe
that composing with a more performant policy θsim with (e.g.
γD = 0.1) improves the performance drastically (γD = 0) in
simulation. This domain level composition maps to a com-
bined diffusion step from both policies ϵt = ϵθhuman + γDϵθsim

in each step of the diffusion process.

VII. REAL-WORLD EXPERIMENTS

In this section, we experiment with PoCo in real-world
experiments on tool-use tasks to demonstrate how data from
different domains and tasks can be composed to improve
generalization performance. The experiments are conducted
in the same setting for each test episode across all methods.

A. Scene-level Generalization

In this section, we experiment with composing the trained
policies conditioned on observations Orealworld as RGB im-
ages MRGB and tactile images Mtactile in the real world,
policies conditioned on observation Ohuman with point clouds
Mpointcloud for human datasets, and policies conditioned on
observation Osim with point clouds Mpointcloud point clouds in
simulation datasets, and in real-robot datasets. We focus on
the reaching task which aims to reach a pin with a hammer.

In Figure 9 and Figure 12, we consider four common
generalization axes across the scene level in robotics in this
experiment: varying object poses, varying robot initial pose,
varying tool poses, adding distractor objects, and replacing
the object with novel instances from the same classes. We
note that the performance of simulation-trained point-cloud



Train/Test Spatula Knife Hammer Wrench Avg

Single-Task 8/10 8/10 5/10 5/10 65%± 0.5%
MT Unconditioned 6/10 5/10 5/10 4/10 50%± 0.6%
MT Conditioned 8/10 5/10 6/10 2/10 53%± 0.6%
MT Composition (α = 0.1) 7/10 4/10 7/10 4/10 55%± 0.6%
MT Composition (α = 2) 8/10 4/10 7/10 5/10 60%± 0.6%

TABLE III: Policy Performance on Different Tool-use Tasks. We
compare among different ways to handle multitask (MT) diffusion
policy training, and find that task composition overall leads to
improved performance across tool-use tasks.

Fig. 10: Ablation Effect of Domain Composition Scale. We
illustrate the effect of performance on the hammering task as we
increase the composition coefficient between policies.

policies is inherently dependent on the image segmentation
performance and point cloud quality. In Table II, we observe
that the simulation policies are robust yet additional compo-
sition with real-world policy can help when one fails under
certain circumstances. Interestingly, we observe that while
human data trained policies and real-robot-trained policies
are not performant under different scene challenges, their
compositions can outperform each individual constituent.

B. Task-level Generalization

We evaluate robot policy performance on four different tool-
use tasks in the real world. We call this multitask learning
setting task-level generalization. In this experiment, all policies
are trained with real-world RGB and tactile data with end
effector poses as input. The multitask-conditioned policies use
language features as task-specific features to concatenate with
the observation features. The task-composition policies use
language-conditioned classifier-free training. In Table III, we
found that multitask policies can perform on par with task-
specific policies conditioned on Tspatula and Thammer for exam-
ple. They both showed stability in fine actions in dexterous
tasks and we expect scaling up to more tasks will further im-
prove the policy representation. We also found that language-
conditioned classifier-free training performs better than naively
concatenating the features when training multitask tool-use
policies. We found that the composition hyperparameter needs
to stay within a range to be effective and stable. Surprisingly,
the trained policies exhibit robust retrying behaviors toward
disturbances and robustness towards changing lighting condi-
tions and shadows, as shown in Figure 1.

C. Ablation Study

In this section, an ablation study is performed with several
components of the proposed framework. We first compare
with a baseline that naively pools all data from heterogeneous
domains together for learning. The policy is trained on both
simulation point cloud datasets and real-world image datasets
for the hammering task, by mapping both modalities into a
shared latent space for the policy. As shown in Table IV, this

Ablation Data Pooling No Tactile No Rollout

Relative Success −75% −38% −24%

TABLE IV: Ablation of Real World Execution. We analyze the
effect of composition across modalities (data pooling), the use of
tactile signals (no tactile) and the effect of predicting open-loop
trajectory rollouts (no rollout) in the real world. The numbers
represent the relative scale of the ablated method compared to the
default method that involves policy composition from simulation and
real world, tactile feedback, and closed-loop predictions.

naive approach performs poorly despite having larger model
size, resulting in a 75% performance drop. We hypothesize
that the constraints and the domain gaps between the two
modalities cause challenges in leveraging both modalities
efficiently without a vast amount of data. In addition, we find
the tactile information to be important in certain tasks that
require larger gripping forces and extrinsic contact interactions
such as wrench using. Similar to [9], we also found rolling
out action trajectory predictions (e.g. 4 steps) to both improve
motion smoothness and task success rates. Finally, we ablated
on the composition scale (Table IV) and found a suitable
range for best performance beyond unconditional (α = 0) and
conditional (α = 1) models.

VIII. LIMITATIONS AND FUTURE WORK

Our system consists of several limitations and weaknesses.
In this paper, we have proposed a simple form of policy
composition where multiple policy distributions are multiplied
together. While such a composition is effective, it does not
enable temporal composition across long-horizon tasks and
it assumes policies are roughly aligned in action horizon,
scale, and frequency. As a result, our paper only shows the
efficacy of PoCo on short-horizon tool-use tasks, and we
believe extending PoCo to temporal composition is a rich
direction for future work.

In addition, the policies can overfit and perform poorly in
tasks that require delicate contact control. Some failure cases
are illustrated in Appendix Figure 16. We believe some of
the failure cases can be potentially improved by (1) increased
data quantity, especially higher data coverage of corner cases
or failure recovery cases, and (2) reduced computational costs
at the inference time, such that more individual models can
be composed and/or the composed policy can be executed at
a higher frequency. The current policy composition can only
run at 5Hz when combining two policies, and will linearly
increase when adding more policies. There are also limitations
when transferring the policy trained on one tool to another
tool, even in the same class. Previous works [83, 84, 85] have
several ideas that can be applied to address these tool-transfer
constraints as well.

Finally, the three levels of compositions in our work are
only a first attempt in this direction: for task composition, we
only consider 4 tasks in the multitask domains, and extend-
ing to many more tasks would be interesting. For behavior
composition, we only consider analytic cost functions in the
simulation environments, and adding more interesting cost
functions in the real world will be interesting. For domain-
level composition, we only consider normal policy models



trained with in-house data, and extend to more diverse models
trained with RT-X [3] and Ego4d [86] for example would be
interesting.

IX. CONCLUSION

In this work, we proposed PoCo, a diffusion-based frame-
work to compose robotic policies that tackle the data het-
erogeneity and task diversity problems in robotic tool-using
settings. Without any retraining, our framework can flexibly
compose policies trained with data from different domains
(tactile images, point clouds, and RGB images), for different
tool-use tasks (scooping, hammering, cutting, and turning),
with different behavior constraints (smoothness and workspace
constraints). In both simulation and the real world, we show
that PoCo performed robustly on tool-using tasks and it
showed high generalizability to various settings, compared to
methods trained on a single domain. Future directions include
temporal trajectory composition of different frequencies for
long-horizon tasks, policy composition methods on large-scale
datasets, and policy distillation from composed policies.
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X. APPENDIX

In the Appendix Section X-A, we discuss the task descrip-
tions and implementations of the tool-use tasks. In Section
X-B, we discuss the method implementations for training and
neural networks. In Section X-C, we show additional experi-
ments for comparing neural network architectures. In Section
X-D, we derive the formulate for the policy composition.
Section X-E, we discuss simulation, human demonstration, and
real-world robot setups. In Section X-F and Section VIII, we
discuss data heterogeneity in robotics and some limitations of
the proposed method.

A. Task Descriptions and Implementation

Although our framework can be applied to any policy
setting or robotic applications, we choose 4 tasks in this work
following [27]: use a spanner to apply wrenches
to a screw, use a hammer to hit a pin, use
a spatula to lift a pancake from a pan, and
use a knife to split a play-doh. These tasks
provide a balance of common robotic tasks that require pre-
cision, dexterity, and generality in object-object affordance.
These tasks include features such as deformable object ma-
nipulation, extrinsic contacts, and forceful manipulation. The
wrench task is considered a success if the nut is turned by 15
degrees. The hammer task is considered a success if the pin
is reached by the hammer. The spatula task is considered a
success if the object is lifted by the spatula. The knife task
is considered a success if the Play-Doh is separated in half.
The hammering task is considered successful if the pin is
hammered down by 2cm. These tasks involve rich force and
fine contact interactions as well as involve rigid, articulated,
and deformable objects. While the hammering task is different
from dynamic hammering tasks that human do, it still requires
precise dexterous manipulation to execute. The real-world toy
tool sets can be purchased through these links 1,2.

In each of the simulation task initialization, the scene can
have randomized object pose, tool-in-hand pose, and robot
initial joint angles. The hammer task is considered a success if
the pin is pressed down 2 cm. The wrench task is considered
a success if the wrench is rotated clock-wise by more than 0.4
radians. The spatula task is considered a success if the object
is lifted by over 5 cm. The knife task is considered a success
if the two objects are split by over 10 cm. See Figure 7 for
successful task demonstrations.

B. Implementation Details

To implement each policy, all image inputs, including
overhead camera, wrist camera, and tactile cameras are all
processed with ResNet-18 [77]. We apply standard color
jittering and motion blurring for real-world RGB inputs. For
point cloud inputs, the point clouds are transformed in the end
effector frame before computing the actions. We use masked
point clouds for the tool (mask 1) and the object (mask 0)
and feed into a standard PointNet to compute the features.
Each encoder in each of the policies is trained separately from
other datasets. We experimented with more advanced network

architectures but did not find major improvements. We apply
data augmentations that maintain the object-tool relationships.
For example, we change the global frames for the end effector
to mimic different ways of holding the tools. We also apply
noises to either the object or tool point clouds and apply
corrective actions to the action labels. We also add point-
wise noises, random cropping, and random dropping to the
observed 512 tool and 512 object point clouds from the depth
images and masks. Different from the original diffusion policy
implementation [9], we choose to use a fixed normalization
for the action bounds rather than dataset statistics and use
end-effector velocity control with six degrees of freedom
parametrized in xyz and roll, yaw, pitch. The main reason
is that each of the individual policy needs to ensure their
output lie in the same space so that we can compose. The
original absolute coordinate frame with action bounds from
dataset statistics might not have satisfy this constraint.. We
use the standard Euler angle as the rotation representation. For
the joint training baselines, we map the RGB inputs and point
cloud inputs to the same feature space with dimension 512 and
use a policy head to regress the actions with 1-dimensional
UNet [16]. The experiments use point clouds as inputs for
inference time, as the RGB inputs behave quite poorly. We
train all policies in simulation and the real world with 80000
steps and learning rate 0.0001 with batch size 512 and 64
respectively for around 16 hours on NVIDIA V-100.

For real-world composition, we use a fixed value of γ =
0.03. We use a T5 encoder [87] to encode the language
features and then map to dimension 256 with a single linear
layer. The drop ratio and conditional scale for classifier-free
training in task composition are 0.1 and 0.01 respectively.
We significantly reduce the size of the network by shrinking
the embedding dimensions. We use DDPM scheduler with
100 diffusion steps in training time and DDIM scheduler
with 16 steps in test time. We use the “squaredcos cap v2”
schedule with ‘beta end=0.02‘. For tuning the composition
hyperparameter, we usually start tuning by running the model
with a fixed lambda weight, for instance for the classifier free
inference, and then we tuned it up/down until the policies
became unstable. We also monitored the numeric scale (e.g.
mean absolute value of the gradient to the action trajectory)
during the composition process.

C. Additional Experiments

In this section, we compare with a more standard feed-
forward policy parametrization. In Figure 13 (a), we show
that diffusion models can outperform MLP-based policy when
testing on both in-domain tools and generalization to new
tools. In Figure 13 (b), we also showed additional comparisons
on Meta-world [88], a widely used multitask benchmark. In
this case, we follow the setup in [27] with 1000 data points
for each task in MT-10 (10 tasks) with the same diffusion and
policy setup as in the main Fleet-Tools experiments. We use
states as policy inputs. Importantly we use the one-hot task
vector in the multitask policy training. Figure 12 shows the
different scene generalizations in the conducted experiments.

https://www.amazon.com/Coogam-Construction-Montessori-Educational-Preschool/dp/B09DJY5Z26/ref=sr_1_59_sspa?keywords=tool-use+toy+set&qid=1682970991&sr=8-59-spons&psc=1&spLa=ZW5jcnlwdGVkUXVhbGlmaWVyPUFPMVFENFA0VFdQTzcmZW5jcnlwdGVkSWQ9QTA1ODQwMjFMRTZaSElUWEQzWlEmZW5jcnlwdGVkQWRJZD1BMDgwNjA0NDJaVEZaVFFTRDBTNEMmd2lkZ2V0TmFtZT1zcF9tdGYmYWN0aW9uPWNsaWNrUmVkaXJlY3QmZG9Ob3RMb2dDbGljaz10cnVl
https://www.amazon.com/dp/B07YJFFKHX?ref=ppx_yo2ov_dt_b_product_details&th=1
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Fig. 11: Real World Setup. The robot observation are captured by a wrist camera and an overhead camera. There is a GelSight svelte hand
[74] mounted to the end effector grasping a tool to do certain tasks. For the teleoperation, we use an Oculus Quest Pro for tracking the
joystick pose and map to the end effector velocity control.

D. Derivation and Discussion

In this section, we give a simple derivation for how the
product rule of probability can be used to show Eq. 4,
assuming (1) mutual independence of task T and cost c and
(2) conditional independence given the trajectory. Assume that
policies trained with different modalities or under different
domains, or for different constraints and tasks are independent.
The tasks and costs are often conditionally independent given
a demonstration trajectory. Taking two separate independent
sets of cost functions and tasks A = (c1, T1), B = (c2, T2) for
example, we want to show p(τ |A)p(τ |B) = p(τ |A,B)p(τ),
which shows that p(τ |A)p(τ |B) ∝ p(τ |A,B) assuming p(τ)
is uniform. To see this, note that

p(τ |A)p(τ |B) =
p(τ,A)

p(A)

p(τ,B)

p(B)

=
p(A|τ)p(τ)

p(A)

p(B|τ)p(τ)
p(B)

=
p(A,B|τ)p(τ)

p(A)

p(τ)

p(B)

=
p(τ,A,B)p(τ)

p(A,B)

= p(τ |A,B)p(τ)

∝ p(τ |A,B)

Ideally, each cost function and task do not conflict with
each other. In the case that these objectives are not indepen-
dent (or orthogonal under certain structures), but where there
are samples that are high likelihood under both objectives,
optimizing in the product of the energy landscape will still
find such plausible samples (as these samples will have the
highest likelihood) in practice.

E. Dataset Collection and Robot Setup

1) Human Dataset
Figure 5 shows our pipeline to process human demonstra-

tion data into point cloud action trajectories. We use standard
off-the-shelf libraries such as segment-anything [5] and X-
Mem [80] for image segmentation and video tracking. We
build a simple customized interface to label points on the
image in batch and then use the point prompt in segment-
anything [5] to extract a single-frame mask. The Segment
Anything Model (SAM) pipeline offers various forms of
prompts, one of which is a point prompt, which allows us
to use a few mouse clicks to initiate a mask prediction for a
certain object or tool from the model. After that, the model
would output masks in three levels of granularity, and we will
pick the middle one as the output mask for this particular
instance. The mask is then propagated into XMem [80] for
video mask tracking. The mask together with the depth image
are used to compute the masked point cloud. The masked point
clouds in two frames can be used to compute a relative action
using the iterative closest point (ICP in the open3d library).
We visualize masked videos and segmented point clouds with
action trajectories. Note that no camera calibration is needed
and each camera provides an independent data point. The
human data collection phase can collect up to 200 trajectories
for 20 minutes. One limitation is the quality of the depth point
cloud and the distribution shifts from the overhead camera that
records the human demonstrations and the wrist camera that
is used in robot evaluation time. One way to resolve this is to
use camera mounts on human wrists when collecting the data
and computing the relative poses via SLAM.

2) Real Robot Dataset
The robot setup has two active cameras (one overhead Intel

D-435 and one wrist camera D-405). The overhead camera
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Fig. 12: A list of scene variations considered in the scene-level generalization experiments.

Fig. 13: (a) Policy Architecture Ablation. Diffusion outperforms
MLP policies in single-task settings in simulation. (b) Ablation
Study on Meta-world. We conduct additional multitask policy train-
ing experiments on the Meta-world benchmark [88]. We observed that
classifier-free training can improve the performance in our setups.

is put in front of the robot to have a global view of the
robot and the scene and to avoid single-view ambiguity in
the policy execution process. The wrist camera view is useful
to provide more generalization [1] for the policies as shown
in previous works. The robot uses a GelSight Svelte [74]
fingers to hold a tool (wrench in this case) to activate an
object (nut on the bolt). For the Gelsight Svelte, we note that
it’s a 3-finger hand that provides a firm grasp of many tool
types, and also tactile information is useful for many aspects
including force/tactile feedback in the tasks, locating tool-
in-hand poses, and robust to environmental changes such as

lighting. The RGB policy frequency is 10 and the point cloud
perception pipeline frequency is around 5. The end effector
and joint position state frequencies are 1000Hz. The tactile
image is 30Hz. The tool and object poses are slightly varied
for each episode. The real-world point clouds are sampled
using farthest point sampling and are accumulated across 5
frames between every reset. After the robot commands the end
effector desired pose, the low-level controller sends target joint
angles asynchronously and generates a joint-space position
trajectory. The end-effector frame action space and the joint
velocity are limited to 3 cm per step. We collect between 50
to 100 trajectory demonstrations for each task.

For real-world data collection (Figure 11), we use Oculus
Quest Pro to teleop the robot to collect demonstrations. We
use standard world-frame velocity control and use extrinsic ro-
tations. The teleop interface also has a switch for re-adjusting
the demonstrator’s pose and tracking frame reset and finger
control functions. We use [89] to solve for Inverse Kinematics
of the tracking frame and compute joint-space trajectories
asynchronously. The robot controller takes into account the
table heights when solving for the inverse kinematics. The



Sim Real CompositionObservation

Fig. 14: Trajectory Composition Snapshots. The left frame shows the overhead view and the wrist view and the rest three frames show
different trajectories predicted. The top row shows that when the objects are very close by, which causes partial observations in depth sensing
and segmentation, the simulation policy itself can generate the wrong action trajectories (going forward instead of backward). On the other
hand, when the scene drastically changes to a cluttered scene and the tool is changed, the RGB policy can also generate wrong motions. In
both cases, the policy composition improves the performance of each constituent policy.
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Fig. 15: Comparison of extracted point cloud trajectory (with actions)
across different domains. We note that the human data requires no
calibration and can be conducted in the wild. The datasets can be
collected and processed efficiently.

initialization for each trajectory by default only differs by
human resetting errors, while for each generalization axis,
we control the experiment variable and change corresponding
factors, such as adding a distractor or moving the tool.

3) Simulation Dataset
The simulation datasets follow Fleet-Tools [27] where the

expert demonstrations are generated with keypoint trajectory
optimizations. More specifically, we label 3 keypoints on the
tool and 1 keypoint on the object and then use joint-space
KPAM [27] to find a joint-space trajectory for solving each
of the tool-use tasks. In total, we collected around 50,000
simulated data points for each of the 5 tool-object pairs across
4 tool families. Each trajectory has frequencies around 6Hz
and a length around 25. We apply domain randomization to
object poses, tool-in-hand poses, and initial joints in each
scene and save fixed scenes for testing. The object models are
found in ShapeNet and Objectverse. The language annotations
are labeled by humans and the datasets are combined together
for multitask training.

F. More Discussions on Heterogeneity

Robots and embodied agents inherently have to deal with
heterogeneous inputs and outputs due to the nature of the

perception-action loops across diverse environments. We dis-
cuss the heterogeneity of data domains in robotics. There
are many reasons for this heterogeneity, one of which is
different hardware naturally generates slightly different data.
In particular, there are three main sources of data domains:
simulation, real-robot, and human data. We discuss as follows:

1) Simulation Data. Simulation data [11] has the promise of
providing huge amounts of diverse data and yet suffers
from sim-to-real gaps and the effort and challenges of
building complex simulation tasks such as deformable ob-
jects. Moreover, simulation provides a useful environment
for evaluation and for measuring progress.

2) Human Demonstration Videos. Real-world human
demonstrations, such as [86], are the biggest existing
data source available online for training robots (YouTube
for instance) and are easy to acquire. This is important
to achieve some surprising results from the success of
computer vision and natural language processing. Yet, it
suffers from embodiment gaps, especially on contact-rich
motions.

3) Real-world Robot Data. On-robot data, such as [3],
has the least domain shifts, yet it can be prohibitive to
acquire at large scales. Even with on-robot data, there
is a difference between other robots that share training
data and the robot that does the evaluation. For instance,
[3] has 22 embodiments and there are different hardware,
sensors, and environments associated with each dataset.

Next, we provide a short discussion on some of the het-
erogeneity in data modalities for robots that interact with the
physical world.

1) Image/Video Data. RGB Image data is ubiquitous and
has the redundancy necessary for representation learning
to extract useful structures. It also has the regular data
formats and engineering stacks to work with. In the
context of robotics, the main issue is that policies learned



from RGB data only can be brittle to irrelevant details
such as lighting and backgrounds.

2) Depth/Point Cloud Data. Depth and the associated point
cloud are lightweight to work with. It allows a simple
fusion of history and multiple views and simpler sim-to-
real transfer. The problem is that the point cloud will
require segmentation and the depth camera can have
issues with thin and transparent objects.

3) Tactile/Haptic Data. Haptic and tactile data provide
useful intrinsic information about the contacts and the fine
details. Human uses this information all the time during
manipulation. Hardware durability and reproducibility are
common issues.

4) State Data. State data can contain robot proprioceptive
information such as end effector poses, joint angles,
velocities, and external torques, which are useful infor-
mation that summarizes the state of the robots. It can
also contain estimated object poses and class information
as an abstraction of the world. The problem is that the
perception errors will propagate to robot policies.

5) Language/Goal Data. Language and other abstracted
goal data (such as goal frame) provide useful intent for
each task that the robot is commanded to achieve. Yet,
it usually misses the low-level details of how to achieve
these goals.

Due to the absence of an internet-equivalent and homogeneous
dataset for language models in robotics, we believe that
the data heterogeneity needs to be considered carefully to
use all of such data. Taking the common data modalities
RGB and depth, for example, a naive data pooling approach
would require paired data. Given two separate depth and
color datasets, it’s likely to bottleneck the overall dataset size
by the dataset with the smaller data amounts. In contrast,
our method aims to combine the best of all worlds. There
are additional challenges such as data dependence within an
episode, data distribution shifts, and long-tail problems, as
well as task-level differences. Policies trained with different
domains and modalities also can perform differently due to
their training distributions. For example, RGB policies can
generalize well for a single dexterous task in a fixed scene
given enough data but can fail to generalize across details such
as lighting. Depth / point-cloud policies trained in simulation
can generalize across partial views and randomized scenes but
can be challenging in corner cases and contact-rich scenarios.
Empirically, the simulation-trained policies also behave less
smoothly due to the domain gaps. Tactile-based policies can be
useful in contact-rich tasks but require specific data collection
procedures.

Spatula

Knife

Hammer

Wrench

Fig. 16: Failure Cases. We have seen some failure cases in fine-
grained tasks such as the wrench task and bad contact interaction
such as in the spatula and knife tasks.


	Introduction
	Related Works
	Diffusion Models
	Compositional Models in Robotics
	Multi-task and Multi-domain Imitation Learning
	Robotic Tool-Use

	Diffusion Models for Trajectory Generation
	Learning Compositional Policies
	A Probabilistic Perspective on Robotic Heterogeneity
	Combining Information through Policy Composition
	Implementing Compositional Sampling

	Implementations
	Simulation Setup
	Real Robot Setup
	Human Demonstration Setup

	Simulation Experiments
	Behavior-level Composition
	Task-level Composition
	Domain-level Compositions

	Real-world Experiments
	Scene-level Generalization
	Task-level Generalization
	Ablation Study

	Limitations and Future work
	Conclusion
	Appendix
	Task Descriptions and Implementation
	Implementation Details
	Additional Experiments
	Derivation and Discussion
	Dataset Collection and Robot Setup
	Human Dataset
	Real Robot Dataset
	Simulation Dataset

	More Discussions on Heterogeneity


