
 

 

The conference titled "The Algorithm at the Service of Man: Communicating in the Age of Artificial 

Intelligence," held in Vatican City and organized by the Dicastery for Communication of the Holy See in 

collaboration with the San Giovanni XXIII Foundation, provided a comprehensive and in-depth 

exploration of the intersection between artificial intelligence (AI) and human values. This event brought 

together a diverse group of experts, scholars, clergy, and policymakers to discuss the profound 

implications of AI on various aspects of society, with a particular focus on ethics, communication, and 

the role of the human person in the digital age. 

 



Ethics of Algorithms and Challenges for Communication 

At the heart of the conference was the exploration of the ethical dimensions of algorithms and AI. One 

of the central concerns raised was the tendency of AI to reduce complex human experiences and 

decisions to mere calculations and probabilities. This reductionist approach, while powerful in certain 

technical contexts, poses significant ethical challenges when applied to areas like communication, 

media, and decision-making processes that affect human lives. 

 

Father Paolo Benanti, a prominent scholar in ethics and bioethics, emphasized that while computers are 

fundamentally designed to perform calculations, this capability should not overshadow the intrinsic 

value of human beings. The concern is that as AI becomes more integrated into various fields, including 

journalism and media, there is a risk that the nuanced and subjective aspects of human experience 

might be overshadowed by data-driven decisions. This raises questions about the preservation of human 

dignity and the protection of individual rights in an increasingly automated world. 

 

The conference also addressed the implications of AI for professionals in the media industry. As AI 

technologies advance, there is growing concern about the potential displacement of human workers and 

the erosion of the traditional roles of journalists and communicators. The participants discussed the 

importance of safeguarding the rights of these professionals, ensuring that the introduction of AI does 

not undermine the fundamental principles of truth, freedom, and responsibility in journalism. The 

discussions underscored the need for a balanced approach that embraces technological innovation 

while preserving the ethical foundations of communication. 

 

Regulations and Interoperability for AI 

Another major theme of the conference was the necessity for robust regulations and the promotion of 

interoperability among AI systems. The speakers highlighted the risks associated with the unchecked 

development of AI technologies, particularly when these systems are controlled by a small number of 

powerful corporations. There was a consensus on the need for international cooperation to establish 

regulatory frameworks that can guide the ethical development and deployment of AI. 

 

The European Union's AI Act was cited as a pioneering effort in this direction. This legislative framework 

seeks to ensure that AI systems are developed and used in ways that are transparent, accountable, and 

aligned with fundamental human rights. The conference participants, including policymakers like MEP 

Brando Benifei, discussed the importance of such regulations in preventing the exploitation of 

individuals as mere data sources. The concept of interoperability was also emphasized, with the idea 



that AI systems should be designed to work together in ways that enhance their positive impact on 

society while minimizing risks. 

 

The discussions at the conference pointed out that without proper regulation, AI could exacerbate 

existing inequalities and contribute to new forms of social and economic exclusion. Therefore, there is a 

pressing need for policies that promote fairness, equity, and inclusivity in the development and use of AI 

technologies. This includes ensuring that AI systems are accessible to all and that they respect the 

diversity of human experiences and cultures. 

 

Pope Francis’ Message and the Church’s Role 

The conference was deeply rooted in the teachings and messages of Pope Francis, particularly his 

reflections on technology, peace, and human dignity. The themes discussed were inspired by the Pope’s 

messages for the World Day of Peace and the World Communications Day, which emphasize the 

importance of human-centered approaches to technological development. 

 

Pope Francis has consistently advocated for a careful and ethical approach to technology, one that 

prioritizes the well-being of individuals and communities over profit and efficiency. His interventions on 

AI reflect a broader concern about the impact of technological advancements on society, particularly on 

the most vulnerable. The Pope's messages call for a technology that is at the service of humanity, 

fostering dialogue, understanding, and solidarity rather than division and inequality. 

 

The conference highlighted the role of the Catholic Church in guiding the ethical discourse on AI. The 

Church, with its long tradition of social teaching and moral philosophy, is well-positioned to offer 

valuable insights into the ethical challenges posed by AI. The participants discussed how the Church can 

contribute to shaping a future where AI is used to promote the common good, respect human dignity, 

and enhance the quality of life for all people. 

 

In his addresses, Pope Francis has often spoken about the need for the Church to walk with humanity 

through the cultural and technological changes of the modern world. The conference echoed this 

sentiment, emphasizing that the Church’s mission includes engaging with the challenges and 

opportunities presented by AI. This involves not only advocating for ethical standards but also actively 

participating in the global conversation about the future of technology. 

 



AI at the Service of Humanity: A Broader Reflection 

The conference concluded with a broader reflection on the potential of AI to serve humanity if 

developed and used with a strong ethical foundation. There was a shared recognition that AI, like any 

powerful tool, can be used for both good and ill. The key challenge is to ensure that AI technologies are 

guided by ethical principles that prioritize human well-being, social justice, and the protection of the 

environment. 

 

The participants discussed various ways in which AI could be harnessed to address some of the world’s 

most pressing challenges, from healthcare and education to environmental sustainability and social 

inclusion. However, they also cautioned that this potential can only be realized if AI is developed in ways 

that respect human rights and dignity. This requires a collaborative effort involving governments, 

industry, academia, and civil society, with the Church playing a crucial role in advocating for the ethical 

use of technology. 

 

In summary, the conference "The Algorithm at the Service of Man: Communicating in the Age of 

Artificial Intelligence" provided a platform for a rich and nuanced discussion about the ethical 

implications of AI. It highlighted the need for careful regulation, the importance of safeguarding human 

dignity, and the central role of the Church in guiding the moral discourse on technology. The event 

underscored the idea that AI should be at the service of humanity, not the other way around, and that 

ethical considerations must be at the forefront of technological development. 

 

 



Watch the Video https://www.youtube.com/watch?v=j8bXfrXDNgY&t=1s 


