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Introduction

Highlights
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From speeding up drug discovery to reducing time-to-merge for software engineers, 
the generative AI revolution is rapidly reshaping industries. Over two-thirds (66.9%) of 
developers and machine learning teams say they plan to deploy generative AI in some 
capacity this year – and more than one in ten (14.1%) already have real-world deployments 
of large language model (LLM) systems. 

How are top companies communicating the benefits, risks, and overall impact of AI to 
investors and stakeholders? To answer this question, Arize reviewed the most recent (as 
of May 1, 2024) annual financial reports (10-Ks) of U.S.-based Fortune 500 companies, 
comparing the content to the same companies’ reporting from 2022 and searching for 
terms like AI, machine learning, large language models, generative AI, and more.

For an increasing number of companies, artificial intelligence is a necessary part of their 
regular reporting on business results. 

Fortune 500 companies 
specifically mention generative AI 

in their annual financial reports

increase in the number of 
mentions of AI in Fortune 500 

company annual financial reports 
since 2022

Fortune 500 companies cite AI 
as a potential risk factor

increase in the number of 
Fortune 500 companies citing 

AI as a risk factor in their annual 
financial reports since 2022

https://arize.com/blog/llm-survey/
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Recommendations

Showcase the Benefits of Generative AI, Not Just the Risks 
Surprisingly, only 30.6% of companies that mention generative 
AI in their annual reports cite its benefits or use outside of 
the risk factor section – likely a missed opportunity given the 
potential upside to investors. While many enterprises likely err 
on the side of disclosing even remote AI risks for regulatory 
reasons, in isolation such statements may not accurately reflect 
an enterprise’s overall vision – creating an opportunity. 

Assess Current AI Infrastructure To Ensure Adequate LLM 
Evaluation and AI Observability 
Only 30.1% of teams deploying LLMs implement observability 
today, despite large majorities wanting better tracing and 
debugging workflows and ways to objectively evaluate 
generative systems for accuracy, hallucinations, toxicity, and 
other issues. Ensuring a foundation for teams to automate and 
operationalize scientific experiments for LLM use cases at scale 
is key for ensuring reliability in production. Leveraging tools like 
Arize and open source frameworks like Phoenix to evaluate and 
troubleshoot LLM systems can help teams ensure responsible 
use of AI across the enterprise. 

Consider Disclosure If Warranted  
The decision of whether to disclose AI risks in an annual report 
is likely unique to every company and industry. It is worth 
noting that media and entertainment, financial services, and 
software and technology companies lead all other industries in 
disclosing risks from AI (see examples below from each). As legal 
researcher Sylvia Lu argues in the Vanderbilt Law Review argues, 

“the current disclosure framework does not specify what forms 
of risk are subject to disclosure, leading to firms’ omissions of 
substantial risks posed by algorithms.” 

01

02

03

https://arize.com/blog/llm-survey/
https://scholarship.law.vanderbilt.edu/jetlaw/vol23/iss1/3/
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Results
Over half (64.6%) of Fortune 500 companies mention AI in their most recent annual report. 
Over one in five enterprises specifically reference generative AI. 

Over two-thirds (69.4%) of companies mentioning generative AI do so in the context of risk  
of disclosures, whether that risk is through the use of the emerging technology or as an 
external competitive or security threat to the business. 

AI in 10-Ks by Type, Year

Generative AI: Types of Mentions
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Perhaps unsurprisingly, software and technology companies lead all other categories in 
terms of raw number of mentions of generative AI and large language models. 

91.7% of advertising, media, and entertainment companies cite AI as a risk factor to their 
businesses – more than any other industry. 

Generative AI: Total Mentions
by Industry

AI Risk Disclosure by Industry
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Examples
Generative AI: Risk Factors

The reasons generative AI is cited as a risk factor generally fall into four categories, though 
they often overlap and are rarely standardized in their wording.

“Our future success depends, in part, on our ability to develop 
products and services that anticipate and respond effectively 
to the threat and opportunity presented by developments 
in technology, including technologies based on AI, machine 
learning, generative AI and large language models. If 
we are unable to effectively utilize these technologies in 
our products and services, it could adversely affect our 
value proposition to affiliated agents and franchisees, the 
productivity of independent sales agents, our appeal to 
consumers, or our ability to capture increased economics 
associated with homesale transactions, which in turn could 
adversely affect our competitive position, business, financial 
condition and results of operations.”

"New technological developments, including the 
development and use of generative artificial 
intelligence, are rapidly evolving. If our competitors gain 
an advantage by using such technologies, our ability to 
compete effectively and our results of operations could 
be adversely impacted."

Source

Source

Broad Definition:

Failing to keep pace with competitors or achieve AI goals

Category of AI Risk: Competitive Risks

“In recent years, more public sources of free or relatively 
inexpensive information have become available, particularly 
through the Internet, and advances in public cloud computing 
and open source software is expected to continue. Moreover, 
generative artificial intelligence (“AI”) may be used in a way 
that significantly increases access to publicly available free 
or relatively inexpensive information. Public sources of free or 
relatively inexpensive information can reduce demand for our 
products and services.”

Source

https://d18rn0p25nwr6d.cloudfront.net/CIK-0001398987/6d6adaa7-cdd5-438f-a640-35c659e506b7.pdf
https://d18rn0p25nwr6d.cloudfront.net/CIK-0001065280/c5e64982-659f-4726-97c9-c57767c3bec3.pdf
https://d18rn0p25nwr6d.cloudfront.net/CIK-0000064040/9d98953c-4c6f-4f93-bcdd-5eb9f7cb0da1.html
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"As we increasingly build AI, including generative AI, into our 
offerings, we may enable or offer solutions that draw controversy 
due to their actual or perceived impact on social and ethical 
issues resulting from the use of new and evolving AI in such 
offerings. AI may not always operate as intended and datasets 
may be insufficient or contain illegal, biased, harmful or offensive 
information, which could negatively impact our results of 
operations, business reputation or customers’ acceptance of our 
AI offerings. Although we work to responsibly meet our customers’ 
needs for products and services that use AI, including through 
AI governance programs and internal technology oversight 
committees, we may still suffer reputational or competitive 
damage as a result of any inconsistencies in the application of 
the technology or ethical concerns, both of which may generate 
negative publicity.."

Source

Broad Definition:

Physical, reputational, or other harms to company or its stakeholders from AI -- often 
touching on AI fairness or responsible use of AI

Category of AI Risk: General Harms

“We are increasingly building AI into many of our offerings, 
including generative AI. As with many innovations, AI and our 
Customer 360 platform present additional risks and challenges 
that could affect their adoption and therefore our business. For 
example, the development of AI and Customer 360, the latter of 
which provides information regarding our customers’ customers, 
presents emerging ethical issues. If we enable or offer solutions 
that draw controversy due to their perceived or actual impact on 
human rights, privacy, employment, or in other social contexts, 
we may experience new or enhanced governmental or regulatory 
scrutiny, brand or reputational harm, competitive harm or legal 
liability...Uncertainty around new and emerging AI applications 
such as generative AI content creation will require additional 
investment in the licensing or development of proprietary 
datasets, machine learning models and systems to test for 
accuracy, bias and other variables, which are often complex, may 
be costly and could impact our profit margin.”

Source

https://www.sec.gov/Archives/edgar/data/68505/000006850524000008/msi-20231231.htm
https://www.sec.gov/ix?doc=/Archives/edgar/data/1108524/000110852424000005/crm-20240131.htm


The Rise of Generative AI in SEC Filings Page 7

“Changes in technology, in consumer consumption patterns 
and in how entertainment products are created affect 
demand for our entertainment products, the revenue we can 
generate from these products and the cost of producing or 
distributing these products. Rules governing new technological 
developments, such as developments in generative artificial 
intelligence (AI), remain unsettled, and these developments 
may affect aspects of our existing business model, including 
revenue streams for the use of our IP and how we create our 
entertainment products.”

“We have implemented a governance framework that 
includes policies and processes to address the use of AI 
technologies,primarily focused on generative AI, by our 
employees and third-party service providers. Nevertheless, our 
employees and third-party service providers may not follow our 
governance framework, including if such providers incorporate 
AI technologies into their products or systems without 
disclosing this use to us. This may create risks in our ability to 
address existing or rapidly developing regulatory or industry 
standards related to AI technologies.” 

Source

Source

Broad Definition:

Regulation of AI upending data pipelines or business lines relying on ML models

Category of AI Risk: Regulatory Risk

“Further, we intend to use artificial intelligence (AI)-driven 
efficiencies in our network design, software development and 
customer support services. The models used in those products, 
particularly generative AI models, may produce output or 
take action that is incorrect, release private or confidential 
information, reflect biases included in the data on which they 
are trained, infringe on the intellectual property rights of others, 
or be otherwise harmful. Any of these risks could expose us to 
liability or adverse legal or regulatory consequences and harm 
our reputation and the public perception of our business or the 
effectiveness of our security measures.”

Source

https://www.sec.gov/ix?doc=/Archives/edgar/data/1744489/000174448923000216/dis-20230930.htm
https://ir.cbrands.com/sec-filings/all-sec-filings/content/0000016918-24-000054/0000016918-24-000054.pdf
https://otp.tools.investis.com/clients/us/atnt2/sec/sec-show.aspx?FilingId=17303532&Cik=0000732717&Type=PDF&hasPdf=1
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“Risks relating to inappropriate disclosure of sensitive 
information or inaccurate information appearing 
in the public domain may also apply from our 
employees engaging with and use of new artificial 
intelligence tools, such as ChatGPT."

“AI-based solutions, including generative AI, are increasingly 
being used in the pharmaceutical industry, including by us, 
and we expect to use other systems and tools that incorporate 
AI-based technologies in the future. The use of AI solutions by 
our employees or third parties on which we rely could lead to 
the public disclosure of confidential information (including 
personal data or proprietary information) in contravention of 
our internal policies, data protection or other applicable laws, 
or contractual requirements. The misuse of AI solutions could 
also result in unauthorized access and use of personal data of 
our employees, clinical trial participants, collaborators, or other 
third parties.”

Source

Source

Broad Definition:

Data leakage or heightened cybersecurity risks

Category of AI Risk: Security risks

“We are actively investing in generative AI tools. While our 
internal generative AI tool, LenAI, was designed to meet our 
standards for data security and to address and mitigate the risks 
associated with this new technology, our use of generative AI in 
certain products and services may present risks and challenges 
that remain uncertain due to the relative novelty of this 
technology. These risks may include enhanced governmental or 
regulatory scrutiny, litigation or ethical concerns. While we are 
implementing certain mitigation measures and governance to 
the proliferation of AI tools, these measures may be inadequate 
or may not meet a growing number of legal and regulatory 
requirements related to AI.”

Source

https://investors.vrtx.com/node/31666/html
https://investor.viatris.com/node/9296/html
https://cdn.kscope.io/a0a5da34517ade8c3bbfa42321f4c1bf.html
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Generative AI: Other Highlights

Of course, not all companies limit discussion of generative AI in annual financial 
reports to risk. 32 tout benefits, research projects, or broader industry implications from 
generative AI adoption. 

"In recent years, we have taken several major strategic steps to 
position our agencies as leaders in the global advertising and 
communications market…Analytics teams, as well as modeling 
and decisioning tools, are core to all these strategic efforts. These 
are also areas where we continue to make investments in artificial 
intelligence. Combined with the latest advances in generative AI, 
we are now adding intelligence to the creation of content across 
the marketing spectrum. Together, these steps have built a culture 
of strategic creativity and high performance for marketers across 
IPG. We believe in the continued competitiveness of our offerings, 
the value of our long-term strategy, and the strength of our culture."

“In 2023, we created an initiative to deploy generative AI to improve 
several areas of our business, including software engineering, 
customer service, claims analysis, scheduling optimization, 
specimen processing and marketing. We expect to further 
develop these projects in 2024…We seek to align our practices 
with the NIST AI Risk Management Framework (AI RMF) and 
strategically partner with external AI experts as needed to ensure 
we remain informed about the latest technological advancements 
in the industry. Over time, we believe generative AI will help us 
innovate and grow in a responsible manner while also enhancing 
customer and employee experiences and bring cost efficiencies. 
We intend to continue to be at the forefront of the innovative, 
responsible and secure use of AI, including generative AI, in 
diagnostic information solutions.”

“The Cigna Group continued to accelerate the pace of development 
and innovation through our new AI Center of Enablement ("COE"). 
Our AI COE focuses on Generative AI ("Gen AI"), and assesses and 
governs guardrails, systemic controls, and processes to provide 
oversight to ensure the responsible use of Gen AI practices. These 
commitments are intended to ensure our Gen AI capabilities and 
solutions are ethical, defensible, and in compliance with health 
care privacy and security requirements. With these strict practices 
and protocols in place, we anticipate rapidly adapting and 
capitalizing on new opportunities in an increasingly competitive 
and fast-changing digital landscape. Exploring and implementing 
new and emerging technology opportunities enables us to 
improve efficiency via automation, reduce costs and enhance 
overall decision-making, all while providing real-time, personalized 
and connected experiences for our customers, patients, clients 
and provider partners.”

Source

Source

Source

https://interpublicgroup.gcs-web.com/static-files/4b62a295-c210-44c3-8a4b-621fb115cabe
https://d18rn0p25nwr6d.cloudfront.net/CIK-0001022079/4991abee-f2c2-4328-8771-6435097e2d95.pdf
https://d18rn0p25nwr6d.cloudfront.net/CIK-0001739940/3d4e5959-a432-4d52-885e-1b77451772c8.pdf
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How does the recent surge in AI mentions in annual financial reports compare to prior 
digital waves?

One interesting comparison lies in cybersecurity. The Atlantic magazine dubbed 2011 “The 
Year of the Hack,” as large enterprises – Citi, Google, Lockheed Martin, Sony, and others – all 
reported major data breaches. 

Looking at the subsequent annual financial reports filed in 2012 reveals a surge in 
companies disclosing cyber and information security as a risk factor. However, the jump in 
those disclosures – 86.9% between 2010 and 2012 – is easily dwarfed by the 473.5% increase 
in companies citing AI as a risk factor between 2022 and 2024.

2010 2012

Companies mentioning cybersecurity / infosec as risk factor 176 329

Companies mentioning IT systems or cloud as risk factor 217 306

Companies citing third-party or outsourced IT/cloud as risk factor 76 117

Companies mentioning cloud or specific vendors  
(GCS, Amazon, Azure) 9 21

Historical Context
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If annual reports of the Fortune 500 make one thing clear, it’s that the impact of generative 
AI is being felt across a wide array of industries – even those not yet embracing the 
technology. Given that most mentions of AI are as a risk factor, there is a real opportunity 
for enterprises to stand out by highlighting their innovation and providing context on how 
they are using generative AI.

Conclusion

LLM-Focused Industry 
Certifications

Arize AI / Phoenix 
Community

Topic-Based 
Educational Resources

To start your LLM observability journey, sign up for a free account 
or schedule a demo.

To receive more educational content, Sign up for our bi-monthly 
newsletter “The Evaluator.”

https://courses.arize.com/courses/
https://courses.arize.com/courses/
https://courses.arize.com/courses/
https://arize-ai.slack.com/archives/C016XGKCG0P
https://arize.com/community/
https://arize.com/community/
https://arize.com/blog-course/introduction-fundamentals/
https://arize.com/blog-course/introduction-fundamentals/
https://arize.com/blog-course/introduction-fundamentals/
http://arize.com/join
https://arize.com/request-a-demo/?utm_campaign=q22024:rise-of-genai&utm_source=content
https://arize.com/blog/#blog-subscribe-modal
http://www.arize.com
https://twitter.com/arizeai

